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Executive Summary
This Beam Use Request from the STAR collaboration for RHIC Run-20 and Run-21 is
focused on the completion of the NSAC-endorsed second phase of the Beam Energy Scan
(BES-II) program. This program started with Run-19 in which the collaboration aims to
collect data from the two top collider energies of

p
sNN=19.6 and 14.6 GeV as well as data

from a subset of the fixed target (FXT) program. Collection of all the data outlined in Table 1
is STAR’s highest scientific priority. Additionally, the STAR collaboration proposes a
small system run to study the emergence of collectivity and the mechanism for early-time
hydrodynamization in large collisions systems.

BES-II will dramatically enhance our understanding of the QCD phase diagram. The
proposed program involves dedicated low beam energy running and high precision measure-
ments of the observables which have been proposed as sensitive to the phase structure of
QCD matter. In addition to the five lower collider energies that have been put forward
in past BURs, STAR proposes a sixth collider beam energy at

p
sNN = 16:7 GeV. These

data will provide for a finer scan in a range where the energy dependence of the net-proton
kurtosis and neutron density fluctuations appears to undergo a sudden change.

Table 1: Summary of all BES-II and FXT Au+Au beam energies, equivalent chemical potential,
requested event statistics, and run times.

Beam Energy
p
sNN �B Run Time Number Events Status

(GeV/nucleon) (GeV) (MeV)
9.8 19.6 205 4.5 weeks 400M Run-19 (finished)
7.3 14.6 260 5.5 weeks 300M Run-19 (in progress)
8.35 16.7 235 5 weeks 250M
5.75 11.5 315 9.5 weeks 230M LEReC availability?1

4.55 9.1 370 9.5 weeks 160M
3.85 7.7 420 12 weeks 100M
31.2 7.7 (FXT) 420 2 days 100M Run-19 (scheduled)
9.8 4.5 ( FXT) 589 2 days 100M Run-19 (scheduled)
7.3 3.9 (FXT) 633 2 days 100M Run-19 (scheduled)
19.5 6.2 (FXT) 487 2 days 100M
13.5 5.2 (FXT) 541 2 days 100M
5.75 3.5 (FXT) 666 2 days 100M
4.55 3.2 (FXT) 699 2 days 100M
3.85 3.0 (FXT) 721 2 days 100M

1 At the time of this writing, the availability of LEReC for the 11.5 GeV energy is not clear. Consequently,
the run time for this energy is changed from last year’s BUR. The new estimate is based on the 14.6 GeV
performance in Run-19. A more optimistic estimate, based on the 19.6 GeV performance, would be 7.5
weeks.
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With Run-19, the collaboration will start its fixed-target (FXT) program which extends
the reach of its BES-II program energy range down to lower center-of-mass energies. The
proposed energies for both collider and fixed-target mode are summarized in Table 1.

Three detector upgrades have been proposed for BES-II and have been successfully in-
stalled for Run-19. The upgrades increase STAR’s acceptance both in rapidity and low
transverse momentum, and extend its particle identification capabilities. The Event Plane
Detector (EPD) was installed prior to Run-18. The inner Time Projection Chamber (iTPC)
and the end-cap Time-of Flight (eTOF) commissioning have benefited from an extensive cos-
mic ray data taking campaign prior to Run-19. Following recommendations from the 2018
PAC and a very positive report from a BNL-convened cost and schedule review, the STAR
collaboration has commenced preparations to significantly improve its forward detection ca-
pabilities. A Forward Calorimeter System (FCS) and Forward Tracking System (FTS) will
provide superior detection capabilities in the forward region between 2:5 < � < 4.

Table 2: Proposed Run-20 assuming 28 cryo-weeks, including five weeks of LEReC commission-
ing, an initial one week of cool-down and a one week set-up time for each collider energy.

Single-Beam
p
sNN Run Time Species Events Priority Sequence

Energy (GeV=n) (GeV) (MinBias)
5.75 11.5 9.5 weeks Au+Au 230M 1 1
4.55 9.1 9.5 weeks Au+Au 160M 1 3
19.5 6.2 (FXT) 2 days Au+Au 100M 2 5
13.5 5.2 (FXT) 2 days Au+Au 100M 2 6
5.75 3.5 (FXT) 2 days Au+Au 100M 2 2
4.55 3.2 (FXT) 2 days Au+Au 100M 2 4
3.85 3.0 (FXT) 2 days Au+Au 100M 2 7

100 200 1 week2 O+O 400M 3 8200M (central)
2 Available run time for the proposed small system run using O+O will directly depend on the the run time
for the 11.5 GeV system. In the case the combined performance of C-AD and STAR resembles that of
last year’s 19.6 GeV data set, then approximately 2 cryo-weeks would be available to complete the small
system program.

STAR’s highest scientific priority for Run-20 is the continuation of the RHIC Beam
Energy Scan II. The collaboration proposes to continue with the next two highest beam
energies in collider mode (11.5 and 9.1 GeV), as well as the associated FXT energies (4.55 and
5.75 GeV) followed by the remaining FXT single-beam energies of 19.5, 13.5, and 3.85 GeV.
We list the Run-20 priorities and proposed sequence in Table 2. Based on guidance from
the Collider-Accelerator Department (C-AD), we allocate five cryo-weeks in Run-20 to the
commissioning of Low-Energy RHIC electron Cooling (LEReC). As the commissioning efforts
are still ongoing, the status of LEReC for the Run-20 11.5 GeV is not yet clear. Consequently,
the proposed schedule will be somewhat fluid within the total budget of 28 cryo-weeks.
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Table 3: Proposed Run-20 assuming 24 cryo-weeks, including three to four weeks of LEReC
commissioning, an initial one week of cool-down and less than one week set-up time for each collider
energy.

Single-Beam
p
sNN Run Time Species Events Priority Sequence

Energy (GeV=n) (GeV) (MinBias)
5.75 11.5 7.5 weeks3 Au+Au 230M 1 1
4.55 9.1 9.5 weeks Au+Au 160M 1 3
19.5 6.2 (FXT) 2 days Au+Au 100M 3 5
13.5 5.2 (FXT) 2 days Au+Au 100M 3 6
5.75 3.5 (FXT) 2 days Au+Au 100M 2 2
4.55 3.2 (FXT) 2 days Au+Au 100M 2 4
3.85 3.0 (FXT) 2 days Au+Au 100M 3 7

3 In this 24 cryo-week scenario an optimistic view on the performance of the 11.5 GeV run is presumed,
based on combined performance of C-AD and STAR resembling that of last year’s 19.6 GeV run.

In Table 3, we list our priorities and proposed sequence in the case the total budget for
Run-20 is limited to 24 cryo-weeks. Top priority remains with the collider program of the
Beam Energy Scan and the commissioning efforts of LEReC, bearing in mind its impact on
the long 7.7 GeV run in the following year. With a combined cool-down and total set-up
time for the various energies between two and three weeks, an optimistic projection for the
non-cooled 11.5 GeV run, and an e-cooled 9.1 GeV run, we estimate that between three and
four weeks of dedicated LEReC commissioning time can be set aside and at least 60% of the
originally scheduled FXT program completed. The remaining two FXT runs could move to
Run-21, as will the small system run.

STAR’s highest scientific priority for Run-21 is the completion of the RHIC Beam
Energy Scan II. The bulk of the 20-cryoweeks budget will be devoted to Au+Au collisions
at the lowest collider energy of the program, at

p
sNN =7.7 GeV. We expect to refine our

estimates of the projected run time for 7.7 GeV, currently 12 weeks, following some tests
with C-AD towards the end of Run-19. The collaboration proposes to run the collider atp
sNN = 16:7 GeV to allow collection of an important data point between 14.6 and 19.6 GeV

as is pointed out earlier in this summary. We list the Run-21 proposed priorities and sequence
in Table 4.

Depending on the availability of cryo-weeks in Run-20 and/or Run-21 the collaboration
proposes to collect data set(s) in the context of a small system run using O+O collisions.
These data would allow for a direct comparison with a similarly proposed higher-energy
O+O run at the LHC around 2021-2022, and further motivate the case for a small system
scan complementary to ongoing efforts by the NA61/SHINE collaboration at SPS energies,
and other proposed light-ion species at the LHC.

For FY22, we include a request for a dedicated 16-week pp run at
p
s = 500 GeV. This run

will take full advantage of STAR’s new forward detection capabilities and further capitalize
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Table 4: Proposed Run-21 assuming 20 cryo-weeks, including an initial one week of cool-down
and a one week set-up time for each collider energy.

Single-Beam
p
sNN (GeV) Run Time Species Events Priority Sequence

Energy (GeV/n) (MinBias)
3.85 7.7 12 weeks Au+Au 100M 1 1
8.35 16.7 5 weeks Au+Au 250M 2 2

100 200 1 week4 O+O 400M 2 3200M (central)
4 In the case the proposed small system run can not take place in Run-20, the cryo-week budget for Run-21
could potentially permit this run to take place depending on the Run-20 LEReC performance.

on the recent BES-II detector upgrades. We motivate a program that will use RHIC’s unique
ability to provide transverse and longitudinally polarized proton beams to exploit both an
increased statistical power and kinematic reach from recent and planned detector upgrades
as proposed in [1, 2].
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1 Highlights from the STAR Program

1.1 Heavy Ion Highlights

Heavy Flavor Physics

Quarkonium Suppression in Au+Au Collisions
With high statistics pp and A+A datasets collected in recent years by both the Muon Tele-
scope Detector (MTD) and the Barrel EMC (BEMC) detectors, STAR has conducted exten-
sive measurements of quarkonium production to study both cold and hot QCD dynamics.
STAR recently submitted two quarkonium measurement papers utilizing the data collected
by the MTD in Au+Au and pp collisions, respectively. The MTD is designed to measure
J= and the 1S and (2S+3S)� states to investigate the proposed sequential melting pic-
ture due to color screening in the QGP medium. Figure 1 shows the MTD's comprehensive
measurement ofJ= R AA as a function ofpT from � 0 up to � 12 GeV/c in various centrality
bins at

p
sNN = 200 GeV, little dependence onpT is observed for all centrality bins. In the

0-10% most central collisions, theJ= yield is suppressed by a factor of approximately 3
for pT > 5 GeV/c relative to that in binary collision scaledpp collisions. Model calculations
can qualitatively describe the data, providing further evidence for the color-screening e�ect
experienced byJ= mesons in the QGP.

Figure 1: RAA of J= as a function of pT in di�erent centrality intervals of 200 GeV Au+Au
collisions compared to other measurements and model calculations.

With the 2014+2016 combined data sets from the MTD, STAR was able to identify
the di�erent � states [3], shown in Fig. 2 left panel. Combined with the measurement of
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e+ e� channel,�(1 S) and �(2 S + 3S) RAA were calculated respectively and their centrality
dependence is shown in the right panel of Fig. 2. TheRAA of �(2 S + 3S) is smaller than
that of �(1 S) in central Au+Au collisions, consistent with the sequential melting picture as
calculated in a transport model indicated by the blue bands in the �gure.

Figure 2: (Left) � + � � invariant mass spectra measured by MTD combining 2014+2016 data sets in
Au+Au collisions at 200 GeV. (Right) RAA of �(1 S) and �(2 S+3S) from combined measurements
of � + � � and e+ e� channels in Au+Au collisions as a function of centrality.

J= Production in pp Collisions
STAR recently submitted a paper on theJ= production cross section measurement over a
broadpT coverage inppcollisions at top RHIC energy. Figure 3 (a) shows theJ= production
cross section measured at mid-rapidity inpp collisions via � + � � and e+ e� channels at 510
and 500 GeV, respectively. The combined measurements cover apT region of 0�20 GeV/c.
Panel (b) shows the ratio of the measured data to a Levy function �t. Panel (c) and
(d) show comparisons to several model calculations. Those from CGC+NRQCD [4], NLO
NRQCD [5] and ICEM [6], which cover low, high and bothpT regions respectively, give a
reasonable description for the data within the polarization envelope.

D 0 Meson Directed Flow
STAR recently submitted a paper reporting the �rst measurement of rapidity-odd directed
�ow, v1, of D 0 mesons [7]. The heavy �avorv1 is predicted to be sensitive to the initial
geometric tilt angle of the QGP source and the charm-medium interaction strength [8]. The
di�erence between charm and anti-charm quarkv1 is proposed to have a unique sensitivity to
the initial strong magnetic �eld created in heavy-ion collisions [9]. Figure 4 top panel shows
the averagedD 0 and D

0
mesonv1 as a function of rapidity compared to charged kaons and

theory model calculations. The measuredv1 of D 0 mesons shows a signi�cant negative slope
around y = 0 and the absolute value of the slope parameter is nearly a factor of 25 times
than that of charged kaons. The hydrodynamic model with an initially tilted QGP source
can qualitatively describe the large negativev1 slope. These data are expected to o�er
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Figure 3: (a) Inclusive J= production cross
section as a function ofpT in pp collisions

p
sNN

= 510 and 500 GeV measured through� + � �

(blue stars) and e+ e� decay channels (red cir-
cles). (b, c, d) Ratios of data and di�erent
model calculations to the Levy function �t to
the measured data.

Figure 4: The averagev1 of D 0 and D 0 (top)
and v1 di�erence betweenD 0 and D 0 (bottom)
as a function of rapidity in Au+Au collisions
at

p
sNN = 200 GeV compared to light hadron

measurement as well as model predictions.

unique constraints for the geometric and transport parameters of the hot QGP medium.
The bottom panel of Fig. 4 shows the di�erence inv1 betweenD 0 and D

0
mesons. Our

experimental uncertainty is not su�cient enough to reveal the predicted signal induced by
the initial magnetic �eld.

D 0 Meson Spectra and Radial Flow
STAR recently published the high precision measurement ofD 0 meson spectra in various

centrality bins in Au+Au collisions at
p

sNN = 200 GeV with the HFT detector [10, 11]. The
broad transverse momentum coverage (from zero to� 8 GeV/c) allows detail investigation of
D 0 freeze-out properties and collectivity through the �reball evolution. The kinetic freeze-out
temperatureTkin and average transverse velocity extracted from a Blast-Wave (BW) thermal
model �t to the D 0 spectra are shown in the left panel of Fig. 5. The BW �t result suggests
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Figure 5: (Left) Kinetic freeze-out parameters obtained through Blast-Wave model �ts to D 0

mesons compared to light and multi-strange hadrons in Au+Au collisions at
p

sNN = 200 GeV.
(Right) pT -integrated D 0 cross sections inpp and Au+Au collisions in di�erent centrality bins for
pT > 0 GeV/c and pT > 4 GeV/c, respectively.

that D 0 mesons kinematically freeze out from the system at a higher temperature and with a
smaller radial collectivity, that are comparable to those obtained from multi-strange hadrons,
than those of the light �avor hadrons.

This broad momentum coverage also allows the extraction of thepT integrated D 0 total
cross section, shown in the upper right panel of Fig. 5. The results in Au+Au collisions from
this measurement show no signi�cant centrality dependence, and the totalD 0 cross section in
central Au+Au collisions is smaller than that obtained inpp collisions (� 1.5� ). The bottom
right panel in Fig. 5 shows the integrated cross section atpT > 4GeV/ c gradually decreases
from pp to central Au+Au collisions, consistent with the expectation of the increased energy
loss in the QGP medium in more central heavy-ion collisions.
� c Baryon Production
The reduction in the total D 0 cross section in central Au+Au collisions indicates there are
�nite cold nuclear matter shadowing e�ects and/or a change in the abundances of the di�er-
ent charm hadrons in heavy-ion collisions. STAR has previously reported the observation of
enhancements in theD +

s =D0 and � c=D0 ratios in Au+Au collisions compared to the frag-
mentation baseline constrained from otheree=epcollisions [12]. STAR has now extended
the � c baryon measurements by applying a supervised machine learning technique as well
as including the new 2016 dataset [13]. This improved reconstruction allows us to study its
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Figure 6: (Left) � c=D0 ratio in Au+Au collisions at
p

sNN = 200 GeV as a function ofNpart and
(Right) pT .

centrality and pT dependence, shown in Fig. 6 left and right panels, respectively. The� c=D0

ratio shows a large enhancement around 3 GeV/c compared to PYTHIA calculations and
gradually decreases with the increasingpT from 2.5 to 8 GeV/c. The centrality dependence
of this ratio shows a gradual increase from peripheral to central Au+Au collisions. These
features are qualitatively consistent with several coalescence model calculations as shown;
the di�erence between models is sizable depending on their choices of the coalescence pa-
rameters etc. The� c=D0 ratio in the measuredpT region is also larger than the expectation
from statistical hadronization model.

The large � c=D0 ratio indicates that the � c baryon makes a sizable contribution to the
total charm cross section. STAR has the capability to measure all major ground state
charm hadrons (D 0, D + , D +

s , and � c). An analysis that combines their measured cross
sections results in apT integrated c�c total cross section per nucleon-nucleon collision at
mid-rapidity d� c�c

NN =152� 13(stat.)� 29(sys.)� b. The total cross section measured in Au+Au
collisions is compatible with that extracted frompp within the experimental uncertainties.
This indicates that although the produced charm quarks approximately follow the number-
of-binary-collision scaling, the relative abundances between di�erent charm hadrons change
considerably frompp to central Au+Au collisions.

Light Flavor & Ultra-Peripheral Physics

HyperNuclei and Light Nuclei
We recently submitted for publication measurements of the� hyperon binding energy,B � ,
for the hypertriton, which is the lightest hypernucleus yet discovered and consists of a proton,
a neutron, and a� hyperon [14]. This new study places stringent constraints on the hyperon-
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Figure 7: (Left) Comparison of the STAR results on � binding energy (B � ) for hypertriton and
antihypertriton with earlier measurements and (Right) theoretical calculations [15, 16, 17]. The
black points and the statistical uncertainties as shown as bars represent earlier results. The short
horizontal magenta lines represent the best estimates ofB � based on the same early data but using
modern hadron and nucleus masses.

nucleon interaction, and provides critical inputs for studying neutron star interiors, where
strange matter may be present. It also provides a quantitative test for the �rst time of the
matter-antimatter symmetry pertaining to the binding of strange and anti-strange quarks (s
and �s) in a nucleus.

STAR's measurement of� binding energy for hypertriton and antihypertriton (B � �
md + m� � m3

� H is presented in Fig. 7 (left panel) along with earlier measurements from
nuclear emulsion and helium bubble chamber experiments [15, 16, 17]. The current STAR
result di�ers from zero with a signi�cance of 2.6� . The daughter particle masses used in
the early measurements of were di�erent from contemporary standard CODATA and PDG
values [18]. Thus the earlyB � values have been recalculated using the most precise mass
values known today, and the recalibrated results are shown by short horizontal magenta lines
in Fig. 7. Our result is larger than the widely accepted prior measurement from 1973. In
addition, theoretical calculations are also available as presented in right panel of Fig. 7.

Since the binding energies of (anti)deuterons is small (� 2.2 MeV ) they cannot survive
when the temperature is much higher than the binding energy. Their production can there-
fore be used to extract important information on the distribution of nucleons at freeze-out.
An article on the beam energy dependence of (anti-)deuteron production in Au+Au colli-
sions has just been accepted for publication [19]. While the yields are shown to be well
described by thermal model predictions, the extracted values of the coalescence parameter,
B2, for anti-deuterons are systematically lower than those for deuterons, indicating that the
correlation volume of anti-baryons is larger than that of baryons for

p
sNN = 19.6 -39 GeV.

In addition, as shown in Fig. 8, a broad minimum in B2 is observed around
p

sNN = 20-40
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Figure 8: Collision energy dependence of the
deuteron B2 for central Au+Au collisions.

Figure 9: Peak position of rapidity density dis-
tribution dN=dy of various particles as a func-
tion of centrality in Al+Au collisions.

GeV, which might imply a change of the equation of state of the medium in these collisions.

Baryon Stopping
Understanding baryon stopping is key to understanding the baryon chemical potential of the
dense medium produced in heavy-ion collisions, and asymmetric systems provide valuable
insights into the stopping mechanisms which are often characterized as either the rapidity
loss of projectile baryons or rapidity gain of target baryons [20]. In 2015, as part of STAR's
�xed-target tests, Al(beam)+Au(target) collisions at

p
sNN = 4.9 GeV were collected. The

transverse mass spectra and rapidity density distributions (dN=dy) for the strange (K 0S and
� ) and charged hadrons (protons and pions) over a rapidity interval of0:2< jylab j< 1:8 have
been measured and are consistent with those from Si+Au and Si+Pb collisions from the
E802, E810 and E814 experiments at the AGS [21, 22, 23, 24, 25, 26, 27].

The peak position of the rapidity density distribution, dN=dy, of various particles as a
function of centrality is shown in Fig. 9. In this asymmetric Al+Au system, thedN=dy peak
position of � � appears to be consistent with the interaction zone rapidity, which varies with
centrality. For K 0

S, the peak is consistently0:089� 0:026units of rapidity less than that of
the pions. The measured baryons, protons and� , whosedN=dy peak positions are used to
measure the baryon stopping, have an average rapidity gain (�y = ypeak � ytarget ) of � 1 unit
of rapidity.
Dileptons
Dileptons are good probes of the hot QCD medium created in heavy-ion collisions since
they are not a�ected by the strong interaction. As a result, leptons can traverse the hot
medium with minimal �nal-state e�ects, providing means to experimentally test models that
predict chiral symmetry restoration, and enabling a better understanding of the microscopic
properties of QCD matter. The RHIC BES-I program provided a unique opportunity to
systematically test calculations as a function of the initial collision energy. ThepT integrated
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Figure 10: (Left) Background subtracted dielectron invariant mass spectra from
p

sNN = 19.6, 27,
39, 62.4, and 200 GeV 0� 80% most-central Au+Au collisions . compared to the hadronic cocktails
(gray bands). The cocktail components for

p
sNN = 62.4 GeV are also shown. (Right) Collision

energy dependence of the integrated dilepton excess yields in0:4 < M ll < 0:75 GeV/ c2, normalized
by dNch=dy. The closed markers represent the experimental measurements while the open markers
represent the model calculations.

dilepton spectra are shown in the left panel of Fig. 10 for 0� 80% Au+Au collisions in various
collision energies; these data have been submitted for publication [28].

To allow for a direct comparison of our measurements with previously published results
and model calculations, we integrated the acceptance-corrected dielectron excess spectra.
The right panel of Fig. 10 shows the integrated excess yields in the low mass region (0.4<
M ll < 0.76 GeV/c2) normalized by dNch=dy as a function of collision energy. Our data show
no signi�cant collision-energy dependence for the 0-80% Au+Au collisions, consistent with
models that include� meson broadening in the approach to chiral symmetry restoration.

Strong electromagnetic �elds arising from the relativistic contraction and large amount of
charges in the nuclei generate a large �ux of high-energy quasi-real photons. Dileptons there-
fore can also be produced in these type photon-photon and photonuclear interactions. Dilep-
ton production from either photon-photon or coherent photonuclear processes are known to
be distinctly peaked at very low transverse momenta. Recently, STAR published a paper
on the measurement of inclusivee+ e� pair production at low pT < 0:15 GeV/ c in Au+Au
collisions at

p
sNN =200 GeV and U+U collisions at

p
sNN =193 GeV [29]. The left plot of

Fig. 11, panel (a) presents the e�ciency-correctede+ e� invariant mass spectra in Au+Au
and U+U collisions for pair pT < 0:15 GeV/c for di�erent centrality bins. The ratios of
data over cocktail that describes the enhancement factors are shown in panel (b). The en-
hancement factor is found to be signi�cant in the most peripheral (60-80%) collisions, and
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Figure 11: (Left) (a) The centrality dependence of e+ e� invariant mass spectra from Au+Au
collisions and U+U collisions for pair pT < 0:15 GeV/ c. (b) The corresponding ratios of data over
cocktail. (Right) The p2

T distributions of excess yields within the STAR acceptance in the mass
regions of (a) 0.4-0.76, (b) 0.76-1.2, and (c) 1.2-2.6 GeV/c2 in 60-80% Au+Au and U+U collisions,

(d)
q

hp2
T i of excess yields as a function ofM ee.

gradually decreases in semi-peripheral (40-60%) and semi-central (10-40%) collisions.
To further explore the observed excess,p2

T (� � t), the squared four-momentum transfer
distributions of the excess yields are shown in the right plot of Fig. 11 (a)-(c) for three
di�erent mass regions. The invariant mass dependence of the extracted

q
hp2

T i is plotted in
Fig. 11 (d). These distributions show weak invariant mass and collision species dependencies.
Based on comparisons with model calculations, the observed excess forpT < 0:15 GeV/ c is
likely linked to photon-photon production and represents the �rst observation showing the
magnitude of two-photon interactions in heavy-ion collisions with hadronic overlap. In ad-
dition, model calculations of photon-photon interactions describe the observed excess yields
but fail to reproduce the p2

T distributions.

pp Cross Sections
Elastic scattering plays an important role inpp scattering at high energies, which is evident
by the fact that it contributes about 30% of the total cross section at the highest measured
energies. With STAR we were able to study the total and elastic cross sections ofpp col-
lisions at

p
s = 200 GeV with the Roman Pot system originally constructed for the pp2pp

experiment which are used to detect scattered forward protons. New di�erential elastic cross
section results are presented in the left panel of Fig. 12 which are well described by the
functional form Ae� Bt with the slope parameterB = 14:32 � 0:09+0 :20

� 0:33 GeV� 2. This study
does not reveal evidence of a non-linear term in the exponent of� el, which has been reported
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Figure 12: (Left) Corrected pp elastic di�erential cross-section d�=dt �tted with a exponential
function A exp� Bt . (Right) Comparison of STAR result on � el and � tot with the world data.

by the TOTEM collaboration at center of mass energy of 8 TeV collisions at the LHC [30].
The total pp cross section is obtained by extrapolating the measurement to the non-detected
t�region using the optical theorem. This result is compared with the world data for other
energies shown in the right panel of Fig. 12 [31].

Bulk Correlations & Fluctuations

Long-Range Collectivity in Small Collision System
Recent measurements at both the LHC [32, 33] and RHIC [34, 35] have discovered and
con�rmed the presence of long-range two-particle angular correlations, called the "ridge",
in high-multiplicity pp and p/d/ 3He+A collisions. STAR has studied the beam energy de-
pendence ofp+Au and d+Au collisions to gain further insights on the ridge physics. The
observed anisotropy in these systems provides new information to address the physics origin
of ridge, as well as to expose possible limitations to the �uid dynamical description of the
matter created in these collisions.

The magnitude of the associated azimuthal anisotropy can be obtained from a Fourier
decomposition of the azimuthal angle distribution of the emitted hadrons. A template �tting
method [36] employed to subtract non-�ow contributions to the two-particle correlations,
allows the extraction of the anisotropy coe�cients (vn ) for these systems at their respective
energies. Figure 13 shows the integralv2 results as a function ofhdNch=d� i without (left)
and with (right) subtracting non-�ow contributions in d+Au collisions from 19.6 to 200 GeV
and p+Au at 200 GeV. The values of bothv2 and hdNch=d� i were evaluated for charged
hadrons with 0:2 < pT < 3:0 GeV/ c and j� j < 0.9 in each data set. The results after non-�ow
subtraction show similar magnitudes and trends forv2 values extracted at similarhdNch=d� i
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regardless of beam energy and collision system. This observation is consistent with the
expected trend for the dominance of �nal-state viscous attenuation at lowhdNch=d� i [37].

Figure 13: (Left) The integral v2 without and (Right) with template �tting non-�ow subtraction as
a function of hdNch=d� i in p+Au and d+Au collisions. Results are shown for several beam energies
as indicated.

Polarization Along the Beam Direction
The matter created in non-central heavy-ion collisions should exhibit rotational motion in
order to conserve the initial angular momentum carried by the two colliding nuclei. The
direction of the angular momentum is perpendicular to the reaction plane, as de�ned by
incoming beam and the impact parameter vector. It was predicted [38, 39] that such a
spinning motion of the matter would lead to a net spin polarization of particles produced
in the collisions due to spin-orbit coupling. STAR observed positive polarizations of�
hyperons [40, 41], where the signal increases with decreasing energies from 200 down to 7.7
GeV. Anisotropic �ow, characterized by the Fourier coe�cients of the particle azimuthal
distribution in the transverse plane, has been extensively studied in heavy-ion collisions and
was found to be well described by hydrodynamic calculations [42, 43]. The observation of the
large second-order coe�cients of elliptic �ow in mid-central collisions indicates signi�cantly
stronger expansion in the reaction plane direction compared to that out-of-plane. Such
nontrivial velocity �elds may lead to a quadrupole structure in thez-component of vorticity
depending on the azimuthal angle relative to the reaction plane [44, 45].

STAR has measured the� hyperon polarization along the beam direction, Pz, for the
�rst time in Au+Au collisions at

p
sNN = 200 GeV. Figure 14 (left) shows the �nite signals

of a quadrupole modulation of both� and �� polarization along the beam direction which are
qualitatively consistent with the expectation from the vorticity component along the beam
direction due to the elliptic �ow. Figure 14 (right) shows a strong centrality dependence of
the longitudinal polarization results. The increase of the signal with centrality is likely due
to increasing elliptic �ow contributions in peripheral collisions. The experimental results are
also compared to calculations from AMPT model [46], which show the opposite phase of the
modulation and overpredict the magnitude of the polarization (opposite phase also predicted
by hydrodynamic model [47]). On the other hand, the blast-wave model predicts the correct
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phase ofPz modulation and the version with HBT radii included in the �t also reasonably
describe the centrality dependence.

Figure 14: (Left) hcos� �
pi proportional to the longitudinal component of the polarization (Pz = <

cos� � > =(3� )) is shown for � and �� as a function of azimuthal angle� relative to the second-order
event plane 	 2 for 20%-60% centrality bin in Au+Au collisions at 200 GeV. (Right) The second
Fourier sine coe�cient of the polarization of � and �� along the beam direction as a function of the
collision centrality in Au+Au collisions at 200 GeV.

Sixth-Order Cumulant of Net-Particle Multiplicity Distributions
The ratios of the cumulants of identi�ed net-particle multiplicity distributions have been
predicted to be sensitive to the onset of Quantum Chromodynamics (QCD) phase transition
and to the additional �uctuations expected from the close proximity to the critical point [48,
49]. Generally, high-order cumulants are more sensitive to the chemical freeze-out conditions
than particle yields. The 6th -order �uctuations, C6/C 2, are predicted to be sensitive to the
crossover as well as the critical point [50]. The lattice QCD calculation andO(4) scaling
function [51] predict a negative value of C6/C 2 for net-charge and net-baryon distributions
if the chemical freeze-out is close enough to the chiral phase transition at the beam energy
of

p
sNN � 60 GeV [52, 50].

STAR has now measured the sixth-order cumulant of net-charge and net-proton distri-
butions at 200 GeV and 54.4 GeV,0:4 < pT < 2:0 GeV/ c with corrections for detector
ine�ciency e�ects under the assumption that e�ciencies follow a binomial distribution [53].
Figure 15 shows C6/C 2 as a function of centrality at

p
sNN = 54:4 and 200 GeV. It is found

that the C6/C 2 > 0 at
p

sNN = 54:4 GeV, while C6/C 2 < 0 at
p

sNN = 200 GeV in central
collisions. This result is qualitatively consistent with the theoretical prediction [54], which
could indicate the experimental evidence of the crossover at

p
sNN = 200 GeV. The experi-

mental results are also compared with lattice QCD calculations, as a proxy for� B � 0 MeV,
which show that both calculations are negative in central collisions. In addition, UrQMD
results at

p
sNN = 200 GeV show C6/C 2 > 0 for all centralities, indicating that C6/C 2 < 0
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cannot be realized by the hadron transport model.

Figure 15: The 6th -order �uctuations, C 6/C 2,
of the net-proton multiplicity distributions at
p

sNN = 54:4 and 200 GeV as a function of cen-
trality. The red band represents UrQMD results
at

p
sNN = 200 GeV.

STAR has also done the �rst measurement [55] of the o�-diagonal cumulants up to the 2nd-
order between net-p, net-K and net-Q, which provide additional constraints on the chemical
freeze-out conditions [56]. Figure 16 (left) shows the normalized o�-diagonal cumulants which
probe the correlations between net-proton and net-kaon (Cp;k), net-charge and net-kaon
(CQ;k ), net-charge and net-proton (CQ;p), as a function of beam energy for0:4 < pT < 1:6
GeV/ c in 0-5% and 70-80% centralities. The Poisson baseline and UrQMD results are shown
as dotted lines and shaded bands, respectively.Cp;k is found to be described well by UrQMD,
while signi�cant excess ofCQ;k and CQ;p is observed with respect to the Poisson baseline and
UrQMD expectations.

Two-Particle Angular Correlations
The two-particle angular correlation function,R2, is de�ned by the two particle multiplicity
density in the relative (pseudo)rapidity and azimuthal angle,(� y; � ' ), normalized by the
single particle multiplicity densities. R2 re�ects the dynamics of heavy-ion collisions in both
the longitudinal and azimuthal directions [57]. The study of di�erent particle species pairs
allows us to compare the meson and baryon correlations, while a beam energy dependence
study may indicate non-monotonic behavior possibly related to a critical point.

STAR has measured two-particle correlations for like-sign and unlike-sign identi�ed pions,
kaons and protons in Au+Au collisions in the BES-I program, and in di�erent centralities
from the most central 0-5% to the most peripheral 70-80%, and two ranges of low and high
transverse momentum. Figure 16 (right) shows the projections of the angular correlation
functions onto the relative rapidity axis (integrated over all azimuthal angles) for like-sign
and unlike-sign proton pairs in 30-40% central collisions. The proton pair correlations are
found to di�er signi�cantly from those of the pion and kaon pair correlations at all eight
energies and for both like-sign and unlike-sign charge combinations [58]. The pion and kaon
correlations show an enhancement around� y � 0 resulting from short-range mechanisms,
and decrease as the collisions become more central. In contrast, both the like-sign and
unlike-sign proton correlation functions show apT -independent anticorrelation near� y � 0
at all eight energies, weakly decreasing with increasing beam energy and decreasing as the
collisions become more central. This behavior is observed for the �rst time in an A+A colli-
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Figure 16: (Left) Beam energy dependence ofCp;k , CQ;k and CQ;p in 0-5% and 70-80% centralities
and j� j < 0.5. The dotted lines represent the Poisson baseline, while the shaded bands represent the
UrQMD expectations. (Right) Projection of correlation function hR2(� y)i of like-sign (red) and
unlike-sign (blue) proton pairs in Au+Au collisions at 30-40% centrality and eight di�erent energies
from 7.7 GeV (top left) to 200 GeV (bottom right). Also shown at the highest beam energies in the
right frames are the pp correlations.

sion system. Non-monotonic behavior is not observed in the two-particle angular correlation
functions of any particle specious as a function of the beam energy from

p
sNN = 7:7 to 200

GeV. The experimental results are also compared to those obtained from the models, such as
UrQMD, Hijing, and AMPT. The model comparisons imply that the anticorrelations in the
unlike-sign proton pairs result from baryon-antibaryon annihilation, but the cause of such a
strong and longe-range anticorrelation in like-sign proton pairs is still unknown.

Chiral Magnetic E�ect
Quark interactions with �uctuating topological gluon �eld can induce chirality imbalance
and local parity violation in quantum chromodynamics (QCD) [59]. In relativistic heavy-ion
collisions, this can lead to electric charge separation in the presence of a strong magnetic
�eld ( ~B), a phenomenon known as the chiral magnetic e�ect (CME) [60]. Extensive theoret-
ical and experimental e�orts have been devoted to the search for the CME-induced charge
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separation along~B in heavy-ion collisions [61, 62]. The commonly used observable to search
for the CME-induced charge separation is the three-point azimuthal correlator di�erence,
�  =  OS �  ss;  = hcos(� � + � � � 2	 RP )i � h cos(� � + � � � 2� c)i =v2, where� � and � � are
the azimuthal angles of two charged particles, of opposite electric charge sign (OS) or same
sign (SS), and	 RP is that of the reaction plane to which~B is perpendicular on average. The
latter is often surrogated by the azimuthal angle of a third particle,� c, with a resolution
correction factor given by the particle's elliptical anisotropy (v2) [60].

Charge separation measurements by the three-point azimuthal correlator (�  ) are con-
taminated by major backgrounds arising from resonance decay correlations coupled with
the elliptical anisotropy (v2). To reduce background contaminations, STAR has employed
several methods [63, 64, 65, 66] such as the�  correlator as a function of the particle pair in-
variant mass (minv ), and the comparative�  measurements with respect to	 RP (estimated

Figure 17: The possible CME�  over the inclu-
sive �  fraction from di�erent analysis methods
in middle central (20-50%) Au+Au collisions at
p

sNN = 200 GeV. Horizontal bars are statistical
errors and caps are systematic uncertainties.

by ZDC) and 	 P P (estimated by TPC). Figure 17 summarizes the extracted potential CME
signal fractions (CME �  over the inclusive�  ) in mid-central (20-50%) Au+Au collisions
at

p
sNN = 200 GeV. These data-driven estimates indicate that the possible CME signal is

small.It is expected that the precision can be improved in the future with more Au+Au data
and the new isobar run.

Other Publications Since 2018 PAC
STAR has also published the collision energy dependence ofpT correlations in Au+Au col-
lisions at RHIC and showed that the relative dynamical correlations for Au+Au collisions
at

p
sNN = 200 GeV has a power law dependence on the number of participant nucleons

and agree with the results for Pb+Pb collisions at
p

sNN = 2:76 TeV from ALICE. As the
collision energy is lowered from

p
sNN = 200 GeV to 7.7 GeV, the centrality dependence

of the relative dynamical correlations departs from the power law behavior observed at the
higher collision energies [67]. Proton-Omega correlation function in Au+Au collisions atp

sNN = 200 GeV has been studied by STAR and showed that the measured ratio of proton-

 correlation function from peripheral (small system) to central (large system) collisions is
less than unity for relative momentum smaller than 40 MeV/c. Comparison of measured cor-
relation ratio with the theoretical calculation slightly favors a proton-
 bound system with
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a binding energy of� 27 MeV [68]. Moreover, STAR has studied constraining the initial
conditions and temperature dependent transport with three-particle correlations in Au+Au
collisions which provides additional information about the initial geometry, the nonlinear
hydrodynamic response of the medium and constrain temperature dependence of� /s. The
centrality dependence ofC1;2;3 for the �rst time reveals a possible coupling between directed,
elliptic, and triangular harmonic �ow, which arises from �uctuations in the initial geometry
[69].

Jet Measurements

Jets have been a useful tool to study the properties of QGP. With the help of newly developed
techniques and signi�cantly increased statistics in recent RHIC runs, STAR has explored
various aspects of jets in heavy ion andpp collisions.

Tagged Semi-inclusive Jets
The semi-inclusive distributions of charged-particle jets recoiling from high transverse mo-
mentum hadron triggers have been studied with STAR previously [70]. The results showed
a signi�cant suppression in the recoil jet yield in central collisions relative to peripheral
collisions. Based on the techniques developed for the semi-inclusive jet analysis, STAR has
recently measured semi-inclusive charged-particle jets recoiling from direct photon ( dir ) and
� 0 meson triggers. The direct photons that are produced in coincidence with recoil jets
( dir + jet) are considered to be an ideal probe of the parton energy loss in the medium pro-
duced in heavy ion collisions, as dir do not interact with the medium via strong interactions
and the initial energy of the parton is expected to be preserved in the energy of the dir .
Figure 18 shows the ratio of recoiled jet yields (Y) in central Au+Au collisions and PYTHIA

Figure 18: I PYTHIA
AA for  dir - (red band) and � 0-trigger (blue band) recoiling charged-particle jets

with 9 < E trig
T < 11 GeV in Au+Au collisions at

p
sNN = 200 GeV. Lighter and darker bands

correspond to systematic and statistical uncertainties, respectively.

simulations as a proxy forpp collisions for dir and � 0 triggers as a function of recoiling jet's
transverse momentum, i.e.I PYTHIA

AA (pch
T ;jet ) = Y Au+Au (pch

T ;jet )=YPYTHIA (pch
T ;jet ). A strong sup-

pression is observed in similar magnitudes for both dir + jet and � 0+ jets for the kinematic
range studied forR = 0:2 anti-kT jets.
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Di�erential Dijet Imbalance
The dijet imbalance measured byjAJ j = jplead

T � psublead
T j=(plead

T + psublead
T ) can quantify the

transverse momentum imbalance between back-to-back leading and subleading jet pairs. The
jet pairs reconstructed with high transverse momentum (> 2 GeV/ c) constituents (hard-core
jets) were observed to have a strong imbalance in Au+Au collisions [71]. However, the mo-
mentum balance is restored when such jets are reconstructed again with their softer con-
stituents (matched jets) [71]. STAR has recently extended thejAJ j measurement in Au+Au

Figure 19: (Left) jAJ j distributions for Au+Au and pp embedded in Au+Au, with pconst
T > 1:0

GeV/ c for hard-core dijets and (Right) matched dijets.

collisions for various parameters and compared them with those inpp that are embedded in
the corresponding Au+Au events. Figure 19 shows the preliminaryjAJ j distributions with
pconst

T > 1:0 GeV/ c for hard-core jets andRjet = 0:4. While hard-core jets are observed to
be modi�ed in Au+Au collisions in all Rjet with respect to pp, matched jets show a smooth
transition from statistically di�erent distributions of jAJ j at low Rjet (from 0.2) and low
pconst

T (from 1.0 GeV/c) to statistically similar distributions at larger Rjet (up to 0.4) and
higher pconst

T (up to 3.0 GeV/c). These results demonstrate that we can select the level of jet
modi�cation in heavy ion collisions relative to appreference by modifying the dijet de�nition
with a connection to the in-medium path-length dependence of partonic energy loss.

Two Particle Correlations
Two-particle angular correlations have been widely used in the �eld of heavy ion physics,
particularly for characterization of jet quenching in heavy ion collisions. Depending on the
trigger and associated particle selections, they may explore di�erent aspects of jet properties.

Recently STAR has utilized D 0-mesons and unidenti�ed charged particles as trigger
and associated particles, respectively, for an analysis of two-particle angular correlations
in

p
sNN = 200 GeV Au+Au collisions. Open heavy-�avor hadrons are a unique probe of

the QGP due to their large mass and early production. The Heavy Flavor Tracker (HFT)
provides an excellent identi�cation of D 0( �D 0) via the weak decay channels,D 0 ! K � � +

( �D 0 ! K + � � ) [72]. The correlation structures on relative pseudorapidity and azimuth
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Figure 20: (Left) D 0-hadron correlation function for 50-80% centrality class and (Right) corre-
lated hadron yield per D 0 trigger in the near-side peak in Au+Au collisions at

p
sNN = 200 GeV.

PYTHIA [73] and di-hadron [74] results are compared in the yield plot.

(� �; � � ) have been investigated for various centrality classes (e.g., Fig. 20 left for 20-50%
centrality class). In such two-particle correlations, the near-side (� � = � trig � � asso: � 0)
structure serves as a proxy for a jet containing a charm quark. In order to isolate the corre-
lation structure originating from jets from other physics mechanisms, a 2-dimensional �tting
model [75] is applied. The resultant near-side (NS) associated yields for di�erent centrality
classes are plotted on the right panel of Fig. 20. These results are compared with similar
measurements using unidenti�ed hadrons, primarily light-�avor hadrons, with similar trigger
particle pT [74], and no signi�cant di�erence in the NS yields and widths are observed. These
results complement STAR's previous studies onD 0 mesons and provide an additional hint
of the interaction of D 0-mesons with the medium created in heavy ion collisions.

Another two-particle correlation analysis has investigated the jet interactions relative
to the second-order event plane (	 2). Compared to the hadron-hadron correlations, jet-
hadron correlations generally contain less surface bias and the trigger particles constrain
the initial parton energy better. Event-plane dependent measurements also enable us to
explore the path length dependence of jet modi�cation in the QGP. Figure 21 shows the
near-(� � � 0) and away-side (� � � � ) yields for three di�erent azimuthal ranges of jets
relative to the event plane,0 < j jet � 	 2j < �= 6 for in-plane, �= 6 < j jet � 	 2j < �= 3
for mid-plane, and �= 3 < j jet � 	 2j < �= 2 for out-of-plane, as a function of associated
particle pT . The results indicate no signi�cant event-plane dependence within the current
uncertainties. This may be due to larger contributions of �uctuations to jet energy loss which
smear the expected e�ects of path-length dependence. The di-hadron correlation relative to
the event plane in heavy ion collisions [76] has been extended by applying the event-shape
engineering techniques. In [76], the away-side correlation structure was observed to have
strong modi�cation in heavy ion collisions. This showed a signi�cant dependence on the
trigger hadron azimuthal angle relative to the event plane providing hints of path length
dependence of jet quenching. Event-shape engineering, which further classi�es events in the
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Figure 21: (Left) The near-side and (Right) away-side yields for R = 0 :4 full jets in Au+Au
collisions at

p
sNN = 200 GeV for 20-50% centrality class.

Figure 22: (Left) Di-hadron correlation functions from top 20% q2 (magenta) and bottom 20%q2

(azure) events for 0-10%, (Mid) 10-40%, and (Right) 40-60% centrality classes in Au+Au collisions
at

p
sNN = 200 GeV. Trigger hadrons and associated hadrons are selected with4 < p T < 10

GeV/ c and 2 < p T < 4 GeV/ c, respectively, and the green line at�= 8 < � � < 2�= 8 indicates the
event plane direction. Statistical and systematic uncertainties are indicated with lines and boxes,
respectively. The green bars at y� 0.2 indicate the event-plane directions.

same centrality class based on the magnitude of the �ow vector (q2) [77], allows additional
control on the initial collision geometry. STAR has performed extensive measurements of
di-hadron correlations in

p
sNN = 200 GeV Au+Au collisions, varying centrality, q2 of events,

azimuthal angle of the trigger hadron relative to the event plane (� t � 	 2), and pT of trigger
and associated hadrons.

Figure 22 shows an example of the results, where correlation functions from top 20%q2

and bottom 20% q2 events are compared in three centrality classes with the same trigger
and associated hadronpT and � t � 	 2. Background �ow contributions up to the forth order
harmonic �ow are subtracted following the procedure described in [76]. Larger shift of the
away side peak position is observed in largerq2 events, and such shift is more evident in more
central events. This may suggest jet-medium coupling, and the overall results will provide a
new insight on jet-medium interaction in the expanding system.
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Figure 23: SoftDrop zg distributions in pp collisions at
p

s = 200 GeV/ c for varying jet pT .

Jet Sub-structure
Jets have two intrinsic scales in their evolution, the angular and momentum scales. In or-
der to further understand jet properties depending on such scales, STAR has measured jet
sub-structure observables, the SoftDrop shared momentum fraction (zg) and the groomed
jet radius (Rg) [78], in pp collisions at

p
s = 200 GeV. The results are corrected for de-

tector e�ects via 2-dimensional Bayesian unfolding [79], and compared with leading order
Monte Carlo generators, including PYTHIA-6 Perugia tune [80], PYTHIA-8 Monash [81],
and Herwig-7 EE4C UE tune [82].

The zg results are shown in Fig. 23 as an example. All models can reproduce the general
trends of measuredzg, e.g., steeperzg distributions in higher jet pT .

The invariant jet mass, M , which provides access to the virtuality evolution of the hard
scattered parton is also investigated inppcollisions. The corrected jet mass results are shown
in Fig. 24. PYTHIA-8 and HERWIG calculations are observed to over- and under-predict
jet mass, respectively.

Having established the jet sub-structure measurement baseline inpp collisions, STAR
has measured the opening angle between two leading sub-jets (� SJ) [83] in Au+Au collisions
at

p
sNN = 200 GeV. � SJ is essentially related toRg, but less sensitive to the �uctuating

underlying event in heavy ion collisions. Sub-jets are reconstructed with a smaller jet res-
olution parameter within a jet, and the two leading sub-jets correspond to the two highest
pT sub-jets. Larger (smaller)� SJ represents jets with wide (narrow) angular splitting. Then
jets are classi�ed based on their� SJ, and several jet observables are measured for di�erent
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Figure 24: Invariant jet mass distributions in pp collisions at
p

s = 200 GeV/ c for varying jet pT .

� SJ classes. Figure 25 shows an example, matched jetAJ for three di�erent � SJ selections,

Figure 25: Matched jet dijet asymmetry (AJ ) for three � SJ selections in 200 GeV Au+Au (closed
markers) and pp events embedded in heavy ion collision environment (open markers).

where no signi�cance di�erences are observed.
Jet shapes, the fractional transverse momentum radial distribution, have been previously

measured at the LHC, and revealed a centrality-dependent modi�cation of the jet shapes in
heavy ion collisions. [84] STAR has recently measured the jet shapes in Au+Au collisions atp

sNN = 200 GeV (see Fig. 26 forpT = 20 � 40 GeV/ c and in 20-50% centrality range.) For
this analysis, the background contributions are estimated via an event-mixing technique and
removed accordingly. The result shows clearly di�erent radial distributions depending on
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Figure 26: Jet shape distribution for anti-kT jets with Rjet = 0 :3 in 20-50% Au+Au collisions at
p

sNN = 200 GeV. Each panel represents di�erentpT ranges of associated charged hadrons, and the
bottom right plot is generated with combining all pT ranges.

pT of associated tracks. In order to investigate the path length dependence of modi�cation
of jets' radial energy pro�le, the jet shape observables are currently being investigated as a
function of the azimuthal angle of jets with respect to the event plane.

1.2 Cold QCD and Spin Physics Highlights

The STAR Cold QCD program seeks to advance our understanding of the spin and �a-
vor structure of the proton in terms of its constituent quarks and gluons, exploiting the
unique capability of RHIC to provide longitudinally and transversely polarizedpp collisions
at multiple collision energies. Using longitudinally polarized beams, STAR probes the he-
licity preferences of gluons and up and down (anti-)quarks, to determine the individual
contributions to the total spin of the proton. With beam polarization aligned transverse
to the momentum direction, the pp collisions exhibit kinematic and dynamical e�ects that
are directly sensitive to quark transversity, which can be interpreted as the net transverse
polarization of quarks within a transversely polarized proton, and partonic motion within
the proton. This program is complemented by studies of polarizedpp elastic scattering and
central exclusive production, in which a far-forward proton is detected intact.

Since 2009 STAR has completed several highly successful polarizedpp runs both at
p

s =
200 GeV and

p
s = 510 GeV. The STAR sampled luminosity and the luminosity averaged

beam polarization as measured by the hydrogen jet (H-jet) polarimeter are summarized in
Table 5. These data sets formed the basis for several papers and new preliminary results,
Table 6 summarizes the publications and preliminary results since the last year's PAC report,
which are highlighted in the following sections. The results from the �rst two papers were
discussed in the previous PAC report but have since been published in journals.
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Table 5: Summary of pp running periods at RHIC since 2009, including center-of-mass energy,
STAR's integrated luminosity and the average beam polarization for blue (B) and yellow (Y) beams
from the H-jet polarimeter. Years with a single polarization value indicate both beams had the
same average value.

Year
p

s (GeV) Recorded Luminosity (pb� 1) Polarization Orientation B/Y hPi
2009 200 25 Longitudinal 55
2009 500 10 Longitudinal 39
2011 500 12 Longitudinal 48
2011 500 25 Transverse 48
2012 200 22 Transverse 61/56
2012 510 82 Longitudinal 50/53
2013 510 300 Longitudinal 51/52
2015 200 52 Transverse 53/57
2015 200 52 Longitudinal 53/57
2017 510 320 Transverse 55

Longitudinal Spin Program

Measurement of the longitudinal single spin asymmetry,AL , in W � production was one of
the initial motivations for the spin-physics program at RHIC, exploring the longitudinally
polarized sea quark distributions. The �nalW � AL results from the 2013

p
s = 510 GeV

data [87] are shown in Fig. 27 combined with previously published data collected by STAR
in 2011 and 2012. The data have now reached a level of precision that for the �rst time it
is possible to evaluate the individual sea quark polarizations, revealing that the polarization
of �u is larger than that of �d.

With its ability to identify W � , STAR has released the preliminary results on the unpo-
larized cross-section ratio of theW + and W � bosons from the STAR 2011 to 2013 data atp

s = 510 GeV [91]. This unique measurement is sensitive to the un-polarized light sea quark
distributions in the region of x > 0.05. A signi�cant advantage of these data is that they
are free of any correction and systematic uncertainties associated with the nuclear targets
typically used in experiments that probe these distributions.

A combined paper from the inclusive jet and dijetALL using the 2012 510 GeV longitu-
dinally polarized pp data [92, 93] is soon to be submitted to Physical Review D. The paper
introduces the so-called o�-axis cone method to correct for the underlying event (UE) con-
tribution to the jet transverse energy on a jet-by-jet basis This method has been expanded
to an UE corrections on dijet invariant mass,M inv . The measuredALL enables exploration
of � g(x; Q2) at x � 0:015. The inclusive jet ALL (left-hand of Fig. 28) constrains the mag-
nitude of � g(x; Q2), while the four topology binned dijet ALL (right-hand of Fig. 28) give
information on the shape of� g(x; Q2). The dijet ALL is presented in four topology bins
based on the pseudorapidities of the two jets.

23



Table 6: Summary of published papers and preliminary results since the last PAC.

Title Journal/Conference Dataset
Published Papers

Longitudinal double-spin asymmetries for di-
jet production at intermediate pseudorapid-
ity in polarized ppcollisions at

p
s = 200GeV

Phys. Rev. D [85] 2009

Longitudinal double-spin asymmetries for
� 0s in the forward direction for 510 GeV po-
larized pp collisions

Phys. Rev. D [86] 2012-13

Measurement of the longitudinal spin asym-
metries for weak boson production in proton-
proton collisions at

p
s = 510 GeV

Phys. Rev. D (R)[87] 2011-13

Transverse spin transfer to� and � hyperons
in polarized proton-proton collisions at

p
s =

200GeV

Phys. Rev. D (R) [88] 2012

Improved measurement of the longitudinal
spin transfer to � and � hyperons in po-
larized proton-proton collisions at

p
s =

200GeV

Phys. Rev. D [89] 2009

Preliminary Results
Transverse Spin Asymmetries in thep" p �!
p� 0X Process at STAR

DIS 2019 [90] 2015

Constraining the Sea Quark Distributions
Through W � Cross Section Ratio Measure-
ments at STAR

DIS 2019 [91] 2011-13

A recent study from the DSSV group [94] taking into account our previously published
dijet ALL , one with both jets within 0 < j� j < 0.8 [95] and the other with at least one jet
within 0.8 < j� j < 1.8 [85], shows a sizable reduction on the uncertainty of� g(x; Q2) and a
moderate increase in� g(x) at 0.05 � x � 0.2.

The longitudinal spin transfer,DLL , to � and � hyperons is one tool to access the strange
quark helicity distribution functions and the respective longitudinally polarized fragmenta-
tion function. The improved measurements of� and � DLL from the STAR 2012 200 GeV
pp data [89] are shown in Fig. 29 as a function ofpT . While the data do not provide con-
clusive evidence for a spin transfer signal, the data tend to lie below the expectation from
DSV �scenario 3� [96], which is based on the extreme assumption that the quark polarized
fragmentation functions are �avor-independent.
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Figure 27: (Left) Longitudinal single-spin asymmetries, AL , for W � production vs. the positron
or electron pseudorapidity, � e, for the combined STAR 2011, 2012 and 2013 data samples for 25
< E T < 50 GeV [87]. (Right) The di�erence of the light sea-quark polarizations vs.x at Q2 = 10
(GeV/ c)2.

Transverse Spin Program

The transverse spin transfer,DT T , from polarized protons to� and � hyperons is sensitive
to the transversity distribution of the nucleon, in particular strange quark transversity, and
the � transversely polarized fragmentation functions. The results of theDT T to � and �
from the 2012

p
s = 200 GeV [88] are consistent with zero and also with model predictions

for both � and � (Fig. 30).
The preliminary results for the transverse spin asymmetry,AN , from isolated pion pro-

duction, p" p ! p� 0X , [90] were obtained by reconstructing� 0's from the Forward Meson
Spectrometer (FMS) at 2.65< � < 3.9 and detecting the proton scattered with very small
scattering angles in the STAR Roman Pots (RP). A large asymmetry is seen for pions near
the proton scattering plane. In contrast, asymmetries for pions scattered away from the
proton scattering plane are consistent with zero. Theory calculations are now needed to get
a detailed understanding of the mechanism of isolated pion production and its asymmetry
AN .

The �rst extraction of transversity, h1(x; Q2), from a global analysis ofepand ppdata [97]
demonstrated the uncertainty onh1(x; Q2) is signi�cantly reduced by including the STAR
measurements of transverse spin-dependent azimuthal correlation of charged pion pairs at
200 GeV [98]. The same results at 500 GeV [99] will enable extractions ofh1(x; Q2) with com-
parable precision, but at much higher momentum transferQ2 than current semi-inclusive
deep inelastic scattering (SIDIS) data. STAR has also presented the �rst observations of
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Figure 28: (Above) STAR inclusive jet ALL

vs. parton jet xT compared with the STAR
2009 200 GeV data [92] and (Right) dijet ALL

vs. parton dijet M inv for the four � topologies,
forward-forward, forward-central, central-central,
and forward-backward from the 2012pp 510 GeV
data [93]

transverse spin-dependent azimuthal asymmetries in the distribution of hadrons within jets,
the so-called �Collins� asymmetries [100, 101]. Recent phenomenological studies suggest these
results are consistent with those observed in SIDIS [102, 103]. If con�rmed, this would in-
dicate the Collins e�ect is universal and that transverse-momentum-dependent factorization
in pp is robust for observables such as hadrons-within-jets.

Update on 2017 Data Analysis

One of the highlighted analyses from the STAR 2017pp 510 GeV run is a measurement of
the Z boson di�erential cross-section and its transverse single spin asymmetryAN . The Z
boson di�erential cross-section can be included in an global analysis to constrain the quark
transverse momentum distribution (TMD) in the proton, the STAR data will especially
constrain the TMDs at high x. The Z boson AN is the cleanest observable to test the
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Figure 29: Comparison of the
measured spin transferDLL with
theory predictions [96] for positive
� versuspT [89]. The vertical bars
and boxes indicate the sizes of the
statistical and systematic uncer-
tainties, respectively. The � re-
sults have been o�set to slightly
larger pT values for clarity.

predicted non-universality of the Sivers function measures in deep inelastic scattering (DIS)
and pp and TMD evolution e�ects, which are predicted to be large.

With the sample size comparable to the previous 2011, 2012 and 2013 data combined, the
2017Z boson di�erential cross-sectiond�=dpT as a function ofpT has been extracted, and
full acceptance and e�ciency corrections applied. The full systematic uncertainties for the
2017 results have been �nished except for that due to the ongoing determination of the STAR
2017 barrel electro-magnetic calorimeter (BEMC) gain calibration. The currently measured
Z bosonAN shows a hint of being away from zero in the positive direction, which favors
the sign-change in the Sivers functions and small evolution e�ects. However this analysis
also requires the same BEMC gain calibration and its uncertainty mentioned in the above
di�erential cross-section measurements.

1.3 Run 18 Analysis Update

In this section, we brie�y summarize the status of the production and analysis of the Isobar
(96Ru + 96Ru and 96Zr + 96Zr) data collected in Run-18. The scienti�c goal that drove
collection of this data was to clarify the interpretation of measurements related to the chiral
magnetic e�ect. Comparison of charge separation results will aid in determining the frac-
tion of those measurements which are related to the chiral magnetic e�ect by isolating the
magnetic �eld dependence.

Upon the PAC recommendation STAR elected to perform blinded analyses on this
dataset. This is the �rst known attempt of analysis blinding in the Heavy-Ion experimental
community. We have implemented a detailed plan for how to ensure that we have success-
fully blinded all information that might reveal which isobar collision each event is the result
of. Several changes to the original blinding procedure have ensued during this validation
process, highlighting the appropriateness of the plan. All the identi�ed key analyzers have
been engaged in providing rapid feedback during this unique yet critical phase of the pro-
duction process. To ensure transparency STAR plans to submit for publication a detailed
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Figure 30: The spin transferDT T

for � and � versuspT in compari-
son with model predictions for (a)
positive � and (b) negative � [88].
The vertical bars and hollow rect-
angles indicate the sizes of the sta-
tistical and systematic uncertain-
ties, respectively. The � results
have been o�set to slightly larger
pT values for clarity.

description of the �nal blinding process prior to publication of the results.
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2 Proposed Program

2.1 Continuation of Beam Energy Scan Phase 2

RHIC has already begun the BES-II physics program. Speci�c details of the physics goals
and required statistics for each goal at each collider energy are given below in Table 7.
Because in the RHIC collider mode, the lowest collision energy available is

p
sNN = 7:7 GeV,

the BES-II collider program has been expanded to include a �xed target program. The
beam energies used in the �xed-target part of the program have already been developed for
BES-I or will be used in the BES-II collider program. Details of the �xed-target physics
statistics requirements for each physics goal at each energy are shown in Table 8, which
also includes the single-beam total energy, the center-of-mass rapidity, as this gives insight
into the acceptance of STAR for a given energy, and the expected chemical potential, which
indicates the region of the QCD phase diagram to be studied.

Table 7: Event statistics (in millions) needed in the collider part of the BES-II program for various
observables. This table updates estimates originally documented in STAR Note 598.

Collision Energy (GeV) 7.7 9.1 11.5 14.5 19.6
� B (MeV) in 0-5% central collisions 420 370 315 260 205
Observables
RCP up to pT = 5 GeV/ c - - 160 125 92
Elliptic Flow ( � mesons) 80 120 160 160 320
Chiral Magnetic E�ect 50 50 50 50 50
Directed Flow (protons) 20 30 35 45 50
Azimuthal Femtoscopy (protons) 35 40 50 65 80
Net-Proton Kurtosis 70 85 100 170 340
Dileptons 100 160 230 300 400
> 5� Magnetic Field Signi�cance 50 80 110 150 200
Required Number of Events 100 160 230 300 400

As noted, the BES-II program has already started and the achieved performance in the
energies completed or in progress can be used to re�ne the estimates of performance in the
upcoming two years. For the collider program, we review the performance for the 27 GeV
run from 2018, the 19.6 GeV run completed in 2019, and the data currently being taken at
14.6 GeV1. For the �xed-target part of the program we will review the performance for the
3.0 GeV run and the 7.2 GeV test run, both of which occurred in 2018, and a brief test at
3.9 GeV which took place this year.

For the collider system at 27 GeV, we expected a luminosity increase of a factor of 3.3.
Based on the good event rate of 190 Hz achieved in the 2014 run we hence inferred a data

1In 2014, collisions were run at a collider energy of 14.546 GeV, which was rounded to 14.5 GeV. This
year, we are running at a slightly di�erent energy, 14.618 GeV, which is rounded to 14.6 GeV.
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Table 8: Event statistics (in millions) needed in the �xed-target part of the BES-II program for
various observables.

p
sNN (GeV) 3.0 3.2 3.5 3.9 4.5 5.2 6.2 7.7

Single Beam Energy (GeV) 3.85 4.55 5.75 7.3 9.8 13.5 19.5 31.2
� B (MeV) 721 699 666 633 589 541 487 420
Rapidity yCM 1.06 1.13 1.25 1.37 1.52 1.68 1.87 2.10
Observables
Elliptic Flow (kaons) 300 150 80 40 20 40 60 80
Chiral Magnetic E�ect 70 60 50 50 50 70 80 100
Directed Flow (protons) 20 30 35 45 50 60 70 90
Femtoscopy (tilt angle) 60 50 40 50 65 70 80 100
Net-Proton Kurtosis 36 50 75 125 200 400 950 NA
Multi-strange baryons 300 100 60 40 25 30 50 100
Hypertritons 200 100 80 50 50 60 70 100
Requested Number of Events 300 100 100 100 100 100 100 100

taking rate of 627 Hz. The rate of good events achieved for the 2018 run was 620 Hz,
consistent with these expectations. Although in the 2018 isobars run STAR achieved an
average of 15 hours per day of data taking, the average for the 27 GeV run was only 9 hours
because beam time was shared with Coherent electron Cooling (CeC) development.

For the 19.6 GeV collider system, we had two ways to project the expected performance.
First, we could extrapolate the performance from the 19.6 GeV run in 2011. In that run,
STAR achieved a good event rate of 100 Hz; the expected increase in luminosity was a factor
of 3.3, which suggested we should expect a good event rate of 330 Hz. Second, we could scale
the performance of the 27 GeV run from 2018; the performance of RHIC typically scales as
 2 for accelerated beams; scaling the 620 Hz achieved for 27 GeV by(9:8=13:5)2 predicted
a good event rate of 335. The actual achieved rate in 2019 was 400 Hz as seen in Fig. 31a,
which exceeded expectations. The average data taking time per day for the 19.6 GeV run was
11 hours; this time this was below 15 hours per day due to time share with the development
of Low Energy RHIC electron Cooling (LEReC).

For the 14.6 GeV collider run, we could not really scale from the 2014 performance
because the achieved event rate of 17 Hz had been unusually low due to the challenge of
separating the good events from the background o� of the small beam used while the Heavy
Flavor Tracker was installed in STAR. RHIC performance typically scales as 3 for beams
below the nominal injection energy. Scaling the expected performance at 19.6 GeV of 335 Hz
by (7:3=9:8)3, we expected a good event rate of 138 HZ. Scaling the achieved performance at
19.6 GeV of 400 Hz, we expected a rate of 160 Hz. The achieved rate has now approached
160 Hz as seen in Fig. 31b. Thus the performance for 14.6 GeV is as expected.

For the projections for the newly proposed 16.7 GeV run, we have scaled the achieved
19.6 GeV performance of 400 Hz by(8:35=9:8)3 to project a good event rate of 245 Hz.
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For the 11.5 GeV run, scaling the 19.6 and 14.6 GeV performance would project 80 Hz.
C-AD predicts a factor of 2.0 increase over the 2010 performance, which would project a
good event rate of 60 Hz. We have included a range of projections for this system in Table 9.

For 7.7 GeV we have again included a range of projections. The pessimistic projection
comes from either using a factor of 3.0 improvement over 2010 or scaling from the pessimistic
11.5 GeV projection. The optimistic projection comes from either using a luminosity increase
of 4.0 over 2010 or scaling the optimistic projection for 11.5 GeV. Note that the improved
luminosity increase of a factor of 4.0 is the assumed performance of the LEReC. Note also
that we are only projecting 12 hours per day of data taking due the short �ll length.

The 9.1 GeV projections are scaled from the 7.7 GeV projections.
Table 9 shows lines for the optimal �ll length, which is determined by the expected

lifetimes of the beam, and the expected turn around time between beam dump and injection
of a new store. The �ll length and turn around time help determine the expected hours per
day of data taking. The table also shows the maximum DAQ rates expected. The rates are
determined from the expected longitudinal spread of the collision vertex distribution and
the expected background rate at each energy. At no collider energies with the trigger rate
exceed the DAQ bandwidth of STAR.

Table 9: Achieved and projected experiment performance criteria for the BES-II collider program.

Collision Energy (GeV) 7.7 9.1 11.5 14.5 16.7 19.6 27
Performance in BES-I
Good Events (M) 4.3 NA 11.7 12.6 NA 36 70
Days running 19 NA 10 21 NA 9 8
Data Hours per day 11 NA 12 10 NA 9 10
Fill Length (min) 10 NA 20 60 NA 30 60
Good Event Rate (Hz) 7 NA 30 17 NA 100 190
Max DAQ Rate (Hz) 80 NA 140 1000 NA 500 1200
Performance in BES-II
(achieved or projected)
Required Number of Events 100 160 230 300 250 400 NA
Achieved Number of Events TBD TBD TBD TBD TBD 580 560
�ll length (min) 20 30 40 45 50 60 120
Good Event Rate (Hz) 20-33 33-53 60-80 160 245 400 620
Max DAQ rate (Hz) 125 160 250 800 1300 1800 2200
Data Hours per day 12 14 15 10 15 11 9
weeks to reach goals 16-10 14-8.5 10.2-7.6 9.5 2.75.3 4.0
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(a) Au+Au 19.6 GeV. (b) Au+Au 14.6 GeV.

Figure 31: The achieved rate of good events determined with the High Level Trigger (HLT) for
Run-19.

For the �xed-target runs and tests performed to date the following performances were
achieved: for the

p
sNN = 3:0 GeV (single beam energy of 3.85 GeV) run in 2018, the trigger

e�ciency was 93% and the good event rate was5:1 � 106 events/hour for 60 hours and a
total of 306M good events, for the 7.2 GeV (28 GeV) test in 2018, the trigger e�ciency was
95% and the good event rate was3:5 � 106 events/hour for 72 hours and a total of 252M
good events, for the 3.9 GeV (7.3 GeV) test in 2019, the trigger e�ciency was 90% and the
good event rate was4:1 � 106 events/hour for one hour of data taking. For all of these runs
setup took on the order of one hour. The 7.2 GeV test had a lower event rate because this
test was being run parasitically with the CeC development and the operators were not as
focused on keeping the event rate maximized. Based on these demonstrated performances,
it is safe to estimate that a rate of4� 106 events/hour is realistic for projections for the �xed
target program for all energies across the range. This event rate is limited by the STAR
DAQ rate and not by limitations of RHIC.

2.1.1 The Case for Running Au + Au Collisions at
p

sNN = 16:7 GeV

One of the main goals of the RHIC beam energy scan program is the search for the QCD
critical point (CP), which is a distinct singular feature of the QCD phase diagram. The
experimental con�rmation of the existence of CP will become a landmark in exploring the
phase structure of hot dense nuclear matter. The characteristic feature of the CP is the
divergence of the correlation length and the density �uctuations. These critical phenomena
are best probed by measuring event-by-event �uctuations of conserved quantities, such as
baryon, electric charge and strangeness number. The e�ect of CP could show as a non-
monotonic energy dependence of the higher moments of �uctuations in close proximity of
the critical point during the beam energy scan.

In the years 2010-2014, RHIC �nished the �rst phase of the Beam Energy Scan (BES) and
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Figure 32: (Left) The fourth order net-proton �uctuations �� 2 in most central (0-5%) and periph-
eral (70-80%) Au+Au collisions as a function of collision energy.(Right) The characteristic signature
predicted by the theoretical model for energy dependence of the fourth order �uctuations when the
system passes through the critical region [104].

took the data of Au+ Au collisions at
p

sNN = 7:7; 11:5; 14:5; 19:6; 27; 39; 62:4, and 200 GeV.
With this experimental data, STAR measured the higher order �uctuations of net-proton,
net-charge, and net-kaon multiplicity distributions [106, 107, 108, 109, 110]. One striking
observation is the behavior of the fourth-order cumulants, or kurtosis, of the net-proton
�uctuation �� 2 in most central (0-5%) Au+Au collisions as a function of beam energy. As
shown on the left of Fig. 32, the fourth order net-proton �uctuation is close to unity above
39 GeV but deviates signi�cantly below unity at 19.6 and 27 GeV, then becomes above unity
at lower energies. This behavior may suggest that the created system skims close by the CP,
and receive positive and/or negative contributions from critical �uctuations [104]. It further
suggests that, if at energies below 7.7 GeV we see a peak structure for net-proton kurtosis
measurement, it could be the signature of CP. However, we ignored the fact that the �rst
order phase transition could also cause a large increase of net-proton kurtosis [111]. Due
to entering into the spinodal region (mixed phase), the double peak structure of� �eld will
cause large values of fourth order cumulants (C4).

In addition, STAR has measured light nuclei (deuteron and triton) production in Au+ Au
collisions at RHIC BES energies. The ratio of these yields is predicted to be sensitive to
the neutron relative density �uctuations at kinetic freeze-out, which in turn are expected
to increase near the critical point and/or a �rst order phase transition [105]. The neutron
density �uctuation is de�ned as � n = h(�n )2i =hni 2, which can be approximated from:

� n =
1
g

N t � Np

N 2
d

� 1;

where Np, Nd and N t are the proton, deuteron and triton yields respectively andg is a
constant factor of 0.29. In Fig. 33, we use the published feed-down corrected BES-I proton
yields [112], recently submitted deuteron data [19], and preliminary triton and 14.5 GeV
results to calculate� n in central Au+ Au collisions as a function of collision energy. These
neutron density �uctuations exhibit a clear non-monotonic energy dependence with a peak
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Figure 33: (Left) Collision energy dependence of the neutron density �uctuation in central Au+Au
collisions. The open square data based on NA49 results in central Pb+Pb collisions at

p
sNN =6.3

(0-7%), 7.6 (0-7%), 8.8 (0-7%), 12.3 (0-7%), and 17.3 (0-12%) energies. (Right) Illustration of the
density �uctuation as a function of collisions energy in the critical region and spinodal region [105].

around 19.6 GeV. Furthermore, the neutron density �uctuation show a sudden drop below
19.6 GeV, where the results are consistent with the results from NA49 experiment. The
experimental observations of non-monotonic energy dependence in neutron density �uctua-
tion can suggest the double peak structure, which assumes that the system goes through the
critical region and the �rst order spinodal region.

Thus, in BES-II, we propose to take one more energy point in Au+ Au collisions at
16.7 GeV based on the following two observations, presented in Figs. 32 and 33, aiming at
QCD critical point search with net-proton kurtosis and neutron density �uctuation:

1. Net-p kurtosis and neutron density �uctuations, which are both sensitive to the critical
�uctuation, show dip and peak structures around 19.6 GeV. This may suggests that
the system passed through the critical region around 19.6 GeV.

2. We observe sudden changes between 19.6 and 14.5 GeV in the energy dependence of
net-p kurtosis and neutron density �uctuation in the BES-I data measured by the
STAR experiment. The neutron density �uctuations at low energies below 14.5 GeV
are consistent with the results from NA49 experiment [105].

Table 10: Event statistics (in millions) needed in a Au+ Au run at
p

sNN = 16:7 GeV for fourth
order net-proton �uctuations ( �� 2) and neutron density �uctuation ( � n) measurements.

Triggers Minimum Bias Net-proton �� 2 (0-5% Cent.) � n (0-10% Cent.)
Number of events 250 M 6% error level 3.6% error level
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These two observations indicate that the critical point maybe close to 19.6 GeV. Since
there are sudden changes in di�erent observables between 19.6 and 14.5 GeV, it is im-
portant to conduct a �ner beam energy scan between these two energies, i.e. 19.6 GeV
(� B = 205 MeV) and 14.5 GeV (� B = 266 MeV). Therefore, we request a run with Au+ Au
collisions at

p
sNN =16.7 GeV (chemical freeze-out� B = 235 MeV), which is just between 19.6

and 14.5 GeV with equal� B gap, about 30 MeV, on each side.

Figure 34: Monte Carlo simulation for the relative statistical errors of net-proton �� 2 in 0-5%
most central Au+Au collisions at 16.7 GeV. A Skellam distribution for net-proton is assumed; the
mean value for protons and anti-protons are 17 and 1, respectively. The average e�ciencies for
proton and anti-proton are 0.66 and 0.62, respectively.

According to the previous estimation of the required event statistics for BES-II energies
presented in Table 7, we need about 250 million minimum-bias events for the net-proton
kurtosis measurement at 16.7 GeV. It gives us about 12.5 million events (250/20) in 0-5%
most central collisions. This will ensure that the relative statistical errors of net-proton�� 2

in 0-5% most central Au+ Au collisions will reach the 6% level (shown in Fig. 34). This event
statistics will also ensure that the relative statistical errors of neutron density �uctuation
reach about 3.6% level in 0-10% central Au+Au collisions. On the other hand, the iTPC
will help to measure the lowerpT light nuclei and thus reduce the extrapolation systematic
errors of the yield.

If nature put the critical point in the QCD phase diagram between 14.5 and 19.6 GeV,
RHIC has the best chance to discover it!

2.2 Spin Physics in pp at
p

s = 500 GeV

The STAR collaboration is excited by the possibility of a dedicatedpp run in FY22 at
p

s
= 500 GeV. This would be the inaugural physics run with the full suite of upgraded forward
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detectors installed (�fSTAR�), as well as the �rst pp run able to exploit the capabilities of
the new EPD, eTOF, and (especially) the iTPC subsystems. The proposed time for this
run, following the completion of BES-II, may be the last opportunity for extended 500-GeV
running at RHIC. With 16 weeks of running we anticipate a total delivered luminosity of
1.2 fb� 1.

Physics Motivation and Goals

Over the last decade, we have made enormous strides in our understanding of the structure
of the nucleon, and how the quarks and gluons of QCD give rise to its observed properties.
We now have compelling evidence thatgluons contribute signi�cantly to the proton's spin, at
a level comparable to that of the quarks. We have gained new insights into thenature and
origin of the quark-antiquark `sea,'through studies ofW � production in pp collisions. Clear
signatures oftransverse polarization e�ects, sensitive to the relative alignment of partonic
spin or intrinsic kT with the spin of a transversely polarized proton, have been revealed via
studies of di-hadron and hadron-in-jet asymmetries.

Despite these achievements, deep and critical questions remain unanswered. We have only
limited understanding of how the quarks, gluons, and their spins are distributed in space
and momentum inside the nucleon, or how partonic orbital motion might contribute to the
proton spin. Large transverse spin asymmetries observed at forward angles for inclusive
hadron production remain poorly understood. Assumptions of universality and factorization
for transverse-momentum-dependent (TMD) functions probed inpp collisions need to be
tested, and their evolution inQ2 quanti�ed.

When BES-II is completed in 2021, STAR will be very well positioned with an excellent
suite of detectors to address many of these questions � but over a limited range inx, the
fraction of the proton momentum carried by the parton of interest. To advance our un-
derstanding of how known properties of hadrons and hadronic matter emerge from QCD,
it is essential that one probes both the higher-x or valence region, and low values ofx,
where gluons and sea quarks are abundant. These kinematic regions are accessed most di-
rectly in highly asymmetric partonic collisions,i.e., when the x of one colliding quark or
gluon greatly exceeds that of the other,x1 � x2. For such events, the outgoing particles
are emitted�and thus must be detected�at far forward angles, a capability provided by the
proposed STAR Forward Upgrade. A 500 GeVpp run in FY22 would thus allow STAR to
shed insight on many of these crucial questions via several �agship measurements, exploiting
the increased statistical power and kinematic reach made possible by recent and planned
detector upgrades.

With transverse spin orientation, STAR would prioritize measurements of the Collins and
Interference Fragmentation Function (IFF) transverse spin asymmetryAUT . As outlined
below, these measurements may shed light on a longstanding issue in hadronic physics: the
surprisingly large transverse single-spin asymmetries (SSA) for inclusive hadron production,
�rst seen in pp collisions at �xed-target energies, that remain large at the highest RHIC
energies and largepT . Figure 35 summarizes the world data as a function of Feynman-x.
The asymmetries are seen to be nearly independent of

p
s over a range of roughly 5-500 GeV.
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This is particularly striking because, while the pion cross sections are consistent with NLO
pQCD expectations at RHIC energies [113], they are up to an order of magnitude larger
than NLO pQCD calculations at low

p
s [114].

Figure 35: Transverse single-spin asymmetries for charged and neutral pions at di�erent center-
of-mass energies, shown as a function of Feynman-x.

To understand the observed SSAs one has to go beyond the conventional leading-twist
collinear parton picture in the hard processes. Two theoretical formalisms have been pro-
posed to explain the sizable SSAs in the QCD framework: Transverse momentum-dependent
(TMD) parton distribution and fragmentation functions, such as Sivers and Collins functions;
and transverse-momentum integrated (collinear) quark-gluon-quark correlations, which are
twist-3 distributions in the initial state proton or in the fragmentation process. The Sivers
function and its twist-3 analog, the Efremov-Teryaev-Qui-Sterman (ETQS) function ([115]
and references therein), quantify the probability for a quark or gluon to preferentially carry
transverse momentum left or right in a proton that has spin up. Such a preference can arise,
for example, from spin-orbit correlations. The Collins e�ect involves convolution of quark
transversity with the Collins fragmentation function; the former characterizes the transverse
polarization of a quark in a transversely polarized proton, while the latter describes an az-
imuthal modulation of pions about the jet direction when a transversely polarized quark
fragments.

Transversity is a leading twist distribution in the proton: together with the unpolarized
and helicity distributions, it is a fundamental proton property. Both the Collins and IFF
asymmetries are sensitive to the transversity distribution [116, 117, 118],�q(x), which can
be interpreted as the net transverse polarization of quarks within a transversely polarized
proton. Di�erences between the helicity distributions and the transversity distributions for
quarks and antiquarks provide a direct,x-dependent connection to non-zero orbital angular
momentum components in the wave function of the proton [119]. Recently, the measurement
of transversity has received renewed interest as a way to access experimentally the tensor
charge of the nucleon, de�ned as the integral over the valence quark transversity,�qa =
R1

0 (�qa(x) � � �qa(x)) dx [120]. Measuring the tensor charge is important: it can be calculated
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on the lattice with comparatively high precision, due to the valence nature of transversity,
and thus is one of the few quantities for which experimental results on nucleon spin structure
can be compared toab initio QCD calculations. Moreover, the tensor charge characterizes
the sensitivity of observables in low energy hadronic reactions to Beyond the Standard Model
(BSM) physics processes that include tensor couplings to hadrons, such as experiments with
ultra-cold neutrons and nuclei.

Transversity is di�cult to access due to its chiral-odd nature, requiring the coupling of
this distribution to another chiral-odd distribution. Semi-inclusive deep inelastic scattering
(SIDIS) experiments have successfully probed transversity through two channels: asymmet-
ric distributions of single pions, coupling transversity to the (TMD) Collins fragmentation
function [121]; and azimuthally asymmetric distributions of di-hadrons, coupling transversity
to IFFs [122] in the framework of collinear factorization. Taking advantage of universality
and robust proofs of TMD factorization for SIDIS, recent results (see, for example, [123, 124])
have been combined withe+ e� measurements [125, 126], yielding the �rst global analyses
that extract simultaneously the transversity distribution and polarized FF. Yet in spite of
these large data sets, the kinematic reach of existing SIDIS experiments, for which Bjorken-x
values do not exceedx � 0:3, limits the current extractions of transversity.

STAR was the �rst experiment to demonstrate that signi�cant mid-rapidity Collins [101]
and IFF asymmetries [99] are also observed inpp collisions. Note that the Collins mea-
surement requires reconstruction of the angular distribution of charged pions around the
axis of a jet, while the IFF requires reconstruction of di-hadron pairs. Thus, both rely on
good charged-particle identi�cation and tracking, and hence all STAR measurements to date
have been restricted to the current TPC acceptance,j� j < 1. In order to further advance
our understanding of transverse momentum-dependent e�ects, it is critical to extend our
kinematical reach to lower and higherx. The iTPC and fSTAR upgrades will access jets
at rapidities where more asymmetric collisions allow largerx and larger quark contributions
in the hard process, or to probe lowerx values and tag on gluon contributions in the hard
scattering. More speci�cally, a run at

p
s = 500 GeV, with � coverage between 2.5 and 4,

would allow STAR to accessx above 0.3 for reasonably high scales, as well as quantitatively
test universality in the range below, overlapping the range of current SIDIS experiments.
On the other end of the partonic momentum spectrum, which is important for the study of
linearly polarized gluons (see below),x values below2 � 10� 3 can be reached.

To estimate the physics impact of a possible run at
p

s = 500 GeV, we have done careful
simulations of the uncertainties one might expect for some of the transverse asymmetries
discussed above. A realistic momentum smearing of �nal state hadrons, as well as jets, in this
rapidity range was assumed, and dilutions due to beam remnants (which become substantial
at high rapidities) and underlying event contributions have been taken into account. As
currently envisioned, no dedicated particle identi�cation at forward rapidities is feasible
for these measurements, so only charged hadrons were taken into account, reducing the
expected asymmetries due to dilution by a moderate amount of protons (10-14%) and kaons
(12-13%). As antiprotons are suppressed compared to protons in the beam remnants, the
negative hadrons in particular can be considered a good proxy for negative pions (78%
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purity according to PYTHIA-6). Given their sensitivity to the down quark transversity
via favored fragmentation, they are of particular importance because SIDIS measurements
are naturally dominated by up-quarks due to their electromagnetic interaction. We have
estimated our statistical uncertainties based on a delivered luminosity of 385 pb� 1, which
leaves uncertainties nearly invisible after smearing. The uncertainties were evaluated in a
very �ne binning in jet transverse momentum, jet rapidity and the fractional energyz of the
hadrons relative to thepT of the jet. These expected uncertainties are compared in Fig. 36
to the asymmetries obtained from the transversity estimates described in the caption.

Figure 36: Expectedh� Collins asymmetry uncertainties (black points) from a delivered luminosity
of 385 pb� 1, compared to positive (red) and negative (blue) pion asymmetries based on the Torino
extraction [127] (full lines) and the So�er bound [128] (dashed lines) as a function of fractional
energyz for various bins in jet rapidity and transverse momentum.

We also note that although the studies presented here are for the Collins asymmetries,
the resulting statistical uncertainties will be similar for other measurements using azimuthal
correlations of hadrons in jets. One important example is the measurement of �Collins-like�
asymmetries to access the distribution of linearly polarized gluons. While gluons cannot
possess transverse spin, there is a strong analogy between quark transversity and the linear
polarization of gluons. Similarly, there exists an equivalent of the Collins function for the
fragmentation of linearly polarized gluons into unpolarized hadrons [129], �rst investigated
by STAR at mid-rapidity in data collected in 2011 [101]. The linear polarization of gluons
is a largely unexplored phenomenon, but it has been a focus of recent theoretical work, in
particular due to the relevance of linearly polarized gluons in unpolarized hadrons for thepT

spectrum of the Higgs boson measured at the LHC. Polarized proton collisions at 500 GeV
provide ideal kinematics to study the linearly polarized gluon distribution in polarized pro-
tons, especially in highly asymmetric parton scattering events in which jets are detected in
the backward (relative to the polarized beam) direction.

Finally, we note that over a 16-week run we expect a delivered luminosity close to 1.2 fb� 1.
This is roughly double that from Run-17 and also roughly double that shown in Fig. 36.

Physics Goals: Longitudinal Running

It is not necessary to describe here the fundamental importance of determining the gluon
helicity distribution �g (x) for the proton, or to point out the essential contributions made by

39



Figure 37: (Left) NLO calculations of the longitudinal double-spin asymmetry ALL as a function
of M inv =

p
s for 2:8 < � < 3:7, together with projected statistical and systematic uncertainties. An

uncertainty of 5 � 10� 4 has been assumed for the systematic uncertainty due to relative luminosity.
A beam polarization of 60% and a total delivered luminosity of 1 fb� 1 have been assumed, with a
ratio of recorded to delivered luminosity of 2/3. (Right) Ranges of momentum fractionx1 and x2

accessed at
p

s = 500 GeV for the forward acceptance region� = 2.8-3.7.
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the RHIC STAR and PHENIX experiments towards this goal. The present status of STAR's
e�orts has been presented in the Cold QCD and Spin Highlights section of this document.

We note, though, that the study of longitudinally polarizedpp collisions at the highest
RHIC energies (

p
s = 500 GeV), coupled with detection of outgoing high-pT particles or

jets at the most forward rapidities (� � 4:2) allows one to probe the lowestx regions that
are accessible at RHIC. A future 500 GeVpp run, with an integrated luminosity of 1.2 fb� 1,
would reduce the statistical uncertainty of current STAR inclusive jet resultsat mid-rapidity .
These data are sensitive to gluons in the range0:01 < x < 1; and while they suggest a positive
�g (x) for moderatex, they do little to constrain the functional form of the distribution at
low x. This translates into a large uncertainty in �G , the gluonic spin contribution to the
proton spin. Dijet experiments provide a more direct measure of thex values of the colliding
partons; when extended to the `fSTAR' region, we will be able to accessx down to a few
times 10� 3, with precision far beyond current uncertainties.

The left-side plot in Fig. 37 shows the projected precision attainable for the asymmetry
ALL as a function of the scaled invariant dijet massM inv =

p
s for four topological dijet

con�gurations, requiring one jet detected in the proposed forward calorimeter system in
combination with a second jet in the range� 0:8 < � < 0:0, 0:0 < � < 0:8, 1:2 < � < 1:8,
or also in the FCS (2:8 < � < 3:7). It is clear from the right side of the �gure that
the two most forward con�gurations would allow one to probex values as low as a few
times 10� 3. The systematic uncertainty, which is assumed to be driven by the relative
luminosity uncertainty of � 5� 10� 4, is seen to dominate the statistical uncertainties, so any
future measurements in these topological con�gurations would also require improved relative
luminosity determinations.

2.3 The Case for a Small System Run: O+O at
p

sNN =200 GeV

Collective long-range azimuthal correlations in A+A collisions have been successfully de-
scribed as a hydrodynamic response by a �uid-like system to geometric shape �uctuations
in the initial state [43]. However, such an interpretation of similar collective phenomena
observed in small-system collisions, such aspp and p+A, has been challenged. The small
size and short lifetime might prevent the system from quickly thermalizing and evolving
hydrodynamically. Instead, collectivity arising either from initial momentum correlations
motivated by gluon saturation models [130] or via a few scatterings among partons (without
hydrodynamization) [131, 132, 133] has been proposed as alternative source of collectivity
that may be dominant in small systems. Lots of experimental and theoretical e�orts have
been devoted to the study of collectivity in small-system collisions, with the goal of under-
standing the time-scale for the emergence of collectivity and the mechanism for early-time
hydrodynamization in large collision systems.

One key feature that distinguishes initial momentum correlation models (ISM) from �nal-
state interaction models (FSM, including hydrodynamics or a few scatterings) is the connec-
tion to the initial-state geometry [134]. In FSM, the collectivity is a geometrical response to
initial shape �uctuations, i.e., vn is approximately proportional to the nth -order initial-state
eccentricity "n . In ISM, such a geometrical response is expected to be absent [135]. One
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idea to distinguish between these two scenarios is to perform a geometry scan by colliding
systems with di�erent spatial eccentricities and see if the measuredvn is correlated with the
change of"n between di�erent systems [136].

Such a small system scan program has been recently carried out at RHIC for a few
very small systems includingp+Au, d+Au and 3He+Au, where studies of elliptic �ow (v2)
and triangular �ow ( v3) have been performed [35, 137, 138]. In high-multiplicity events,
"2 was expected to be larger ind+Au and 3He+Au than in p+Au, while "3 is comparable
betweenp+Au and d+Au [136], and both are smaller than in3He+Au. Therefore, a similar
hierarchy is expected forv2 and v3 in FSM, as observed experimentally [137]. However,
ISM based on a particular implementation of gluon saturation physics could produce large
momentum anisotropy in these systems [135], and may produce a hierarchy among di�erent
small systems [139]. The situation is more challenging in the understanding of collectivity
involving heavy quarks in small systems, such asD meson orJ=	 in p+Pb collisions [140,
141, 142]: FSM presently signi�cantly underestimates thev2 for D and J=	 [143], while
an ISM-based approach is able to describe the data [144] The relative importance of FSM
vs. ISM for the vn data in small systems is an area of intense ongoing debate [145]. Even
in FSM, there are also large uncertainties in modeling the initial-state geometry, largely due
to di�erent treatments of subnucleonic �uctuations, which are poorly known and expected
to play an important role, especially in small asymmetric systems. Moreover, experimental
studies from previousp/ d/ 3He+Au scans at RHIC were limited by detector capabilities: 1)
most measurements were based on two-particle correlations with limited understanding of
non-�ow systematics, 2) the nature of longitudinal decorrelations of collectivity and its e�ects
on the measurements were poorly understood, 3) a large class of multi-particle observables,
demonstrated to be very insightful at the LHC [146], were not explored.

So far, both RHIC and the LHC carried out collisions for either relatively large (Pb+Pb,
Au+Au, Xe+Xe, Cu+Cu, . . . ) or very small ( pp, p+Pb, p+Au, d+Au, and 3He+Au)
systems. The large gap betweenpp and Cu+Cu is one of the last unexplored frontiers2 and
we propose that RHIC should play a unique role to �ll-in and address a number of key open
questions, largely related to collectivity in small systems, as outlined below:

� How much do initial-state correlations vs. geometry-driven �nal-state interactions con-
tribute to the observed collectivity? Can we unambiguously establish experimental
evidence of initial-state correlations?

� For �nal-state scenarios, to what extent does the collectivity arise from a hydrodynamic
�uid-like QGP, as opposed to an o�-equilibrium system with only a few scatterings per
parton?

� What is the role of subnucleonic �uctuations in determining the initial-state geometry?

� Can we observe jet quenching in small systems?

2RHIC has no limitation on small A+A systems, based on private communication with Wolfram Fischer
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A new comprehensive scan of colliding ion species at RHIC by systematically varying the
system size and geometry, particularly for those betweenpp and Cu+Cu collisions, will pro-
vide a unique lever-arm to vary contributions from di�erent mechanisms and impose strong
constraints on both ISM and FSM. Since the last RHICp/ d/He+Au scan, the STAR exper-
iment has completed several detector upgrades that extendpT and particle identi�cation to
j� j < 1:5, and provide centrality and event plane determination in2 < j� j < 5 [147, 148, 149].
An ongoing forward upgrade to instrument the2:5 < � < 4 region with tracking detectors
and calorimeters is expected to be completed in 2021 [2]. The extended detector capability
should allow a full exploration of collectivity using all the observables and methods devel-
oped for large systems at RHIC/LHC. We will have much better control of the non-�ow
systematics, leading to a better understanding of the multi-particle nature of the collectivity
and the longitudinal correlations to constrain the full 3D initial conditions.

As an example, model studies ofv2 and v3 in various small systems including symmetric
(C+C, O+O, Al+Al, Ar+Ar) and asymmetric ( p+Au, d+Au, 4He+Au) collisions using
AMPT are shown in Fig. 38. AMPT belongs to the category of �nal-state interaction
models, wherevn is largely driven by the geometry of initial nucleon distributions. Thev2

values from asymmetric systems follow di�erent trends: thev2 in d=4He+Au increases with
Nch, while it is relatively constant in p+Au. The v3 values show a similarNch dependence
as symmetric systems, except ford+Au which deviates from the common trend at large
Nch. This study demonstrates that, in a scenario driven by �nal-state interactions, a clear
di�erence is expected betweend=4He+Au and A+A for v2, while a relatively similar behavior
should be observed forv3. Contributions from other sources, especially ISM, are expected to
follow a di�erent behavior; as the system size increases, the ISM contribution will gradually
become subdominant. Also, the ISM contribution mainly depends onNch, with no sensitivity
to the initial geometry.

Figure 38: (Left) AMPT predictions for v2 and (Right) v3 as a function ofNch in four symmetric
and three asymmetric small collision systems.

We propose to embark on a new system-size scan, starting with an O+O run at
p

sNN =
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200GeV opportunistically in 2020 or towards the end of the BES-II in 2021, to be followed
up with a comprehensive scan of symmetric and asymmetric small collision systems using
the STAR forward upgrade after 2021, possibly in collaboration with sPHENIX.

In this BUR, we focus on the case for an O+O run. We argue that the O+O run should
happen as soon as possible for the following reasons: 1) With the enhanced acceptance from
the recently installed iTPC/eTof/EPD, we can already perform signi�cantly more detailed
measurements than were possible previously, 2) O+O is only the �rst part of the small
system program with its own unique physics, and this dataset will allow us to motivate
and strengthen the case for future small system running, and 3) a strong synergy with the
higher-energy O+O run proposed at the LHC around 2021-2022, more details are discuss
below.

The recent yellow report on the future LHC heavy-ion physics program discusses the pos-
sibility for smaller A+A collisions [146]. This includes a possible O+O run at

p
sNN =2.76�

7 TeV in 20223, and other light-ion species such as Ar+Ar beyond 2028. The advantage of
the O+O system is that it allows a better control of Npart , "n and the hard-scattering rate
via number of nucleon-nucleon collisions,Ncoll , for a smaller system, compared to peripheral
Pb+Pb collisions [146]. An O+O run at RHIC right after the BES-II would provide an
unprecedented and timely comparison of the same small system at very di�erent collision
energies (0.2 TeV vs. 2.76�7 TeV). This �RHIC-LHC energy scan� provides a unique op-
portunity to study systems with nearly identical initial nucleon geometry but very di�erent
subnucleon �uctuations and particle production mechanisms with di�erent saturation scales,
and mini-jet production in the initial state. The large lever-arm in collision energy should
provide new insights on the onset behavior of collectivity, jet quenching, or any other �nal-
state e�ects in small systems: any model has to describe results at both energies, which
naturally leads to a better understanding of results at each energy.

To present a data-driven motivation, Fig. 39 compares thevn (pT ) data for n = 2 and 3 at
two energies in a large A+A system and in ap+A system. It is well-known that vn (pT ) for
charged hadrons in large systems has very little

p
sNN dependence from RHIC to LHC [150],

as well as from 39 to 200 GeV at RHIC [151, 152]. This is con�rmed by the left panel which
compares Pb+Pb [153] with Au+Au data [154] at 30�40% centrality. However, a comparison
of vn (pT ) betweenp+Pb [155] and p+Au [137] central data suggests a very di�erent story.
The v2(pT ) values are more or less in agreement, but thev3 at RHIC is lower by more than
a factor of two and the relative di�erence shows no apparentpT dependence. In the FSM
picture implies that the initial eccentricities, or the e�ect of viscosity damping, are very
di�erent between the two collision energies. In the ISM picture it may be the result of an
energy dependence of initial momentum anisotropy. It would be exciting to see whether the
strikingly di�erent

p
sNN dependence forv2 and v3 in p+A collisions also persists in small

A+A systems such as O+O collisions between RHIC and LHC.
Figure 40 shows the AMPT model prediction ofv2 and v3 as a function ofNch in O+O

collisions at
p

sNN =0.2 and 2.76 TeV. The results for 2.76 TeV span about a factor of 2.5
larger Nch range than those for 0.2 TeV, due to the larger multiplicity at a higher collision

3The possibility of a run in Fall 2021 is also being discussed.
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Figure 39: (Left) Comparison of measuredv2 and v3 from Pb+Pb and Au+Au 30�40% centrality
events and (Right) between high-multiplicity p+Pb and p+Au. The inset panel shows the ratio of
v3 betweenp+Au and p+Pb.

energy. Interestingly, the shape of theNch dependence ofv2 and v3 is found to be very
di�erent between the two di�erent energies. This may indicate a stronger energy dependence
of collectivity for smaller systems.

We propose a one-week O+O program opportunistically in 2020 or right after BES-II in
2021. Assuming a total interaction rate of� 10�15 kHz (based on recent isobar runs), the
STAR DAQ rate of 2 kHz and the RHIC uptime of 50% (12 hour/day), tentative numbers
of events we expect to record for di�erent triggers are summarized in Table 11 for one week,
default run plan, and two weeks as a more optimal running scenario. Note that we do not
have an estimation of minimum-bias trigger e�ciency at this point, and assumed it to be
� 100%.

Table 11: Event statistics (in millions) needed in an O+O run at
p

sNN = 200 GeV for various
triggers for one week (default) and two weeks (optimistic) running scenarios.

Triggers Minimum bias 0�5% centrality
Events (1 week) 400 M 200 M
Events (2 week) 800 M 400 M

The statistics listed in Table 11 should allow precision measurements of many types of
two-particle correlations, including theNch dependence of integralvn , pT dependence ofvn
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Figure 40: (Left) AMPT predictions of v2 and (Right) v3 (right) as a function of Nch for O+O
collisions, for

p
sNN = 0 :2 TeV and 2.76 TeV.

in 0-5% for identi�ed particles (� , K, p and � ) to test the NCQ-scaling. The non-�ow e�ects
for these observables can be studied in detail thanks to the large acceptance of iTPC and
EPD. Based on a Glauber model estimation, thehNpart i value is 9.5 and 26 for minimum-bias
and 0-5% central O+O collisions, respectively.

Figure 41 shows the projection of the statistical precision for the� mesonv2(pT ) in 0�5%
centrality O+O collisions. Under the assumption that its v2 in O+ O is similar to that of
a charged hadron inp+Au around pT � 2�3 GeV/ c, the estimation scales the� v 2(pT ) in
peripheral Au+Au collisions [156] to approximately match the charged hadronv2 in p+Au
collisions in Fig. 39, accounting for di�erences inhNpart i , event plane resolution, and event
statistics. A decent measurement of� mesonv2 can be achieved with one week of running.

Figure 41: Projected statistical error on v2(pT ) central O+O collisions within the TPC acceptance.

In fact, the statistics requirement in Table 11 is mainly driven by multi-particle cor-
relations, for example four-particle cumulants for single harmonicsc2f 4g = hv4

n i � 2hv2
2i 2,

four-particle symmetric cumulantsSC(2; 3) = hv2
2v2

3i �h v2
2i hv2

3i and three-particle asymmet-
ric cumulants AC(2; 4) = hv2

2v4 cos 4(� 2 � � 4)i (� n is the event plane). These observables
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are sensitive to event-by-event �uctuations of collectivity, and measurements of them at LHC
in pp, p+Pb and Pb+Pb collisions have led to high impact results which provide evidence
for geometry response in small systems [157, 158, 159, 160, 161].

Figure 42 shows the projection of the statistical precision for thec2f 4g measurement.
The projected precision should allow a measurement ofc2f 4g signal, assuming av2f 4g value
to be between 4�6%4.

Figure 42: (Left) The projected statistical error bar on c2f 4g in 0.2-3 GeV/c in the TPC accep-
tance as a function of number of charged particles in TPC acceptance and (Right) EPD acceptance.

4The pT integrated v2f 4g in d+Au from PHENIX [162] at forward rapidity is about 4%
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3 Detector Updates and Operations

For the BES-II program STAR proposed three upgrades: the inner Time Projection Chamber
(iTPC), the Event Plane Detector (EPD), and the endcap Time of Flight (eTOF). Figure 43
shows their overall location in the STAR detector. The EPD was installed and became
operational for Run-18. The EPD replaces the BBC as a minimum-bias trigger detector and
allows forward measurements of both centrality and event plane determination. The iTPC
increases the acceptance of the TPC, it improves thedE=dx resolution, and allows tracks to
be reconstructed down topT of � 60 MeV/c. A single inner sector was installed for Run-18
and the full complement of 24 was installed for Run-19. The eTOF was installed on the
east side of STAR, extending PID capabilities at forward rapidities. Three modules of eTOF
were installed behind one of the TPC sectors for Run-18, with the whole detector completed
for Run-19. These upgrades are described in more detail below.

Figure 43: Rendering of the STAR detector with the BES-II upgrades highlighted in red. The
EPD and iTPC are symmetric in STAR whereas the eTOF is only on the east side.

3.1 iTPC

The successful commissioning of the single iTPC sector during Run-18 was followed by the
extensive installation work for the entire inner section of the upgraded detector. By the
end of 2018 installation of all the elements, including the new electronics, was complete.
Commissioning of the upgraded detector commenced at the beginning of January and by
January 25 the entire TPC was ready for the data-taking, Figure 44 shows the completely
upgraded inner sectors before (a) and after (b) the installation of the electronics. Cosmic
data were collected for one month prior to the start of Run-19.

The upgrade brings more hermetic coverage to the inner part of the TPC, by having 72
padrows instead of the previously existing 45. Voltages on the inner sector anode wires were
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(a) All 12 new iTPC sectors on the west side. (b) Electronics on the iTPC.

Figure 44: Images showing iTPC installation progress.

tuned to deliver gain comparable to that in outer sectors. O�ine quality assurance is now
done for the inner and outer sectors separately to monitor the performance of both. The
integrated digital readout for a single run in each sector is shown on Fig. 45 for inner and
outer sectors separately, demonstrating uniformity of the readout throughout the TPC (with
the caveat that some readout electronics boards (RDO) are faulty and masked out, e.g. two
of the four RDO boards in outer sector 5).

(a) Inner sectors - iTPC. (b) Outer sectors.

Figure 45: Integrated adc readout for each sector.
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Cosmic Running

Substantial amounts of cosmic data were requested prior to the start of Run-19 to have
enough statistics for the alignment of the TPC; which is especially important in light of the
newly installed inner sectors. A minimum of 0.5 million events in each sector was requested
at both full-�eld and reverse full-�eld polarities of the magnetic �eld. Figure 46 shows the
amount of cosmic tracks collected in each sector separately for each magnetic �eld polarity.

Figure 46: Distribution of cosmic tracks in TPC sectors.

Improvements Due to the iTPC

One of the main deliverables of the upgraded TPC is the extended pseudorapidity reach from
j� j < 1 to j� j < 1:5. Figure 47(a) shows the distribution of the primary tracks' pseudorapidity
for the current Run-19 and previous Run-18 (where only sector 20 was upgraded to iTPC).
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(a) Normalized distribution of pseudorapidity for
Run-18 and Run-19. All tracks have at least 16
measured hits.

(b) dE=dx resolution as a function of pseudora-
pidity before and after the iTPC upgrade.

Figure 47: Improvements due to the iTPC upgrade.

In addition, the iTPC upgrade essentially adds more measureddx into the total sampled
length of the track. This has direct impact on the resolution of thedE=dx measurement:

� dE=dx = 0:47N � 0:46(P � h)� 0:32(dE=dx)trunc (1)

where h is the total sampled length of the track in the TPC [163]. This results in the
dE=dx resolution improvement shown in Fig. 47(b) compared to that of the TPC before the
upgrade.

3.2 Event Plane Detector

The Event Plane Detector (EPD), which operates as an event plane, centrality, and trigger
detector was installed in the forward direction of STAR for Run-18. The detector has a
pseudorapidity acceptance of2:1 < j� j < 5:1, with 16 radial segments and 24 azimuthal
segments. The EPD allows both centrality and the event plane to be measured in the
forward region, reducing the systematics due to autocorrelations for mid-rapidity analyses.

The EPD consists of two disks that are placed on either side of the STAR interaction
region, in the former location of the Beam-Beam Counter (BBC) atz = � 375 cm. The
BBC small tiles were installed behind the EPD in order to calibrate the performance of
the detector, and to have a redundancy in the trigger capabilities. The EPD scintillator
is 1.2 cm thick and has 12 azimuthal segments, which span an angle of 30� , and have the
label �super-sector�. The EPD has a total of 744 channels, with each super-sector containing
31 tiles (the innermost tile spans the entire super-sector. The tile size was designed such
that the probability of multiple particle hits in the same tile would be less than 10% atp

sNN = 19:6 GeV, based ondN=d� measurements from PHOBOS [164]. This increases
to 65% for Au+Au collisions at 200 GeV. More details on the EPD design can be found
here [148]. Saturation of the signal can occur if the input to the 12-bit ADC is larger than
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the maximum value of 4096, or more than one photon is incident on a SiPM pixel. In both
2017 and 2018 data, there is no evidence of saturation due to either e�ect for up to 4-MIP
events.

In both Run-18 and Run-19, the EPD had signals in all 744 of its tiles. The detector was
timed in and the bias voltages were set within the �rst day of operations for both years. In
Run-19, the EPD has been used as the main trigger detector as it has a greater acceptance
than either the VPD or ZDC, and has better timing resolution than the BBC. Only the inner
216 tiles, with an acceptance of3:28 < j� j < 5:1, were used in the trigger logic. The EPD
timing resolution in Run-19 for the

p
sNN = 19.6 GeV data taking period was 0.75 ns, which

is shown in Fig. 48. Due to the multiplicity of heavy-ion collisions a fastest TAC algorithm
was utilized.

The EPD triggering algorithm was designed so that it could be used to select against
background events, which come from the beam interacting with the beam pipe or other
material within the accelerator. In BES-I this was a signi�cant problem at the lowest energies
where the transverse size of the beam was large. The EPD can require that collisions have
a symmetry in the number of hits in East compared to West. This optimization was not
needed in Run-19, where we found that simply requiring 3 hits in East and 3 hits in West
was su�cient to remove enough background in the 19.6 GeV collisions and that a single
hit in East and West were su�cient at 14.5 GeV. This functionality may be important for
Run-20 depending on the relative rates of beam-beam to beam-pipe interactions.

Figure 48: (Left) Correlation between the o�ine vertex found by the TPC and the vertex found
by the EPD for events with ten or more reconstructed tracks at mid-rapidity. (Right) The di�erence
between the EPD and TPC vertices for the same events, �tted with a Gaussian in red.

The entire EPD has been used to measure four di�erent systems with a very uniform
response, as illustrated in Fig. 49. The peak of the �rst MIP peak for all systems is in nearly
the same place, though subtle di�erences will be corrected for in the calibrations database.
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For the innermost tiles, the greater contribution of the second and beyond MIP peaks for
the higher energy can be seen. For the outermost tiles, which have the least multiplicity, the
di�erence between the systems is minimal.

Figure 49: (Left) MIP peaks in three of the four systems recorded with the full EPD for an inner
tile. The Isobar data at 200 GeV are in black, the Au+ Au at 27 GeV are in red and the Au+ Au at
19.6 GeV are in blue. (Right) MIP peaks for three of the four systems for an outermost tile.

The EPD will be used to measure both the event plane and centrality at forward rapidi-
ties. Studies are underway to maximize the performance versus collision system, however
preliminary results from Run-18 are promising. In Fig. 50 the distribution of the �rst order
event plane as measured by the EPD in

p
sNN =27 GeV is shown. Additionally, the event

plane resolution from the EPD is compared to the event plane resolution as measured by
the BBC, and is nearly twice as good for the �rst order event plane. The precise resolution
of the event plane depends on the collision system and the event plane order. The EPD
will allow us to measure the event plane outside of the iTPC acceptance, which removes the
e�ects of auto-correlations in �ow analyses.
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Figure 50: (Left) Correlation between 	 1;East vs. 	 1;West as measured by the EPD in semi-central
Au+Au collisions at

p
sNN = 27 GeV. (Right) The event plane resolution in the same data for the

BBC inner tiles in blue, the EPD inner tiles in green and the entire EPD in red. The �rst two
centrality bins are roughly 0-5% and 5-10%, the other bins have a width of 10% in centrality.

3.3 Endcap Time-of-Flight Detector

The addition of an endcap Time-of-Flight (eTOF) detector to STAR strengthens the physics
potential of the experiment during the BES-II experimental campaign [149]. The eTOF
detector crucially complements the particle identi�cation capabilities at forward-to-mid ra-
pidities for the collider and �xed target programs. eTOF is a joint project between the STAR
collaboration and institutions from the CBM collaboration: University of Heidelberg, Tech-
nical University of Darmstadt, GSI-Helmholtz Center for Heavy-Ion Research, Tsinghua,
Central China Normal University, and University of Science and Technology of China. This
synergy project is a part of the so-called FAIR Phase-0 program and provides CBM with
important operational experience via a large-scale integration test of the future CBM TOF.

The eTOF wall contains two types of Multi-gap Resistive Plate Chambers (MRPCs) [165]:
(i) 36 high rate capability counters (MRPC3a) with 0.7 mm thick low resistive glass as elec-
trode material were produced at Nuctech in Beijing; (ii) 72 counters (MRPC3b) with normal
�oat glass at a thickness of 0.28 mm as electrode material were produced at USTC/Hefei [166].
Both counter types are full size prototypes for the CBM TOF. Most of them were tested and
delivered to Heidelberg University where integration into modules took place. Each module
consists of 3 MRPCs with a 32 strip segmented readout electrode. Each strip is read out
from both sides (to achieve a position resolution below 5 mm along the strip), thus a total
of 6912 readout channels build up the eTOF wheel. The module production was �nished
in August 2018, all modules were extensively tested using a cosmic setup (installed at Hei-
delberg University) prior to shipping to BNL. The eTOF was installed at the East end of
STAR in the small gap between the poletip and the TPC; behind its readout electronics.
The modules are arranged in 12 sectors matching those of the TPC. The installation of the
eTOF was completed in November 2018.
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